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# MATHEMATICAL ASPECTS OF SHOR'S ALGORITHM 

CHRISTOPHE PITTET


#### Abstract

Given a large $n$-bits integer $N<2^{n}$, Shor's algorithm finds with positive probability a factor of $N$ after $$
O\left(n^{2} \log n \log \log n\right)
$$ quantum steps. We describe some of the mathematical aspects of Shor's algorithm. We mainly follow a description due to M. Batty, S.L. Braunstein, A. J. Duncan and S. Rees.


## 1. Introduction

There exist (determistic) algorithms, based on the Agrawal-KayalSaxena primality test, which decide wether a large $n$-bits integer $N$ is prime or not in $O\left(n^{6}\right)$ classical steps (see [5] and [3]). But the best known algorithms (including probabilistic ones) which deliver a factor of $N$, all require a superpolynomial number of classical steps in $n$. For example, the Schnorr-Seysen-Lenstra probabilistic algorithm factorizes $N<2^{n}$ in

$$
\exp \left(O\left((n \log n)^{\frac{1}{2}}\right)\right)
$$

classical steps [4]. In constrast, Shor's algorithm [7] delivers (with positive probability) a factor of $N<2^{n}$ in $O\left(n^{2} \log n \log \log n\right)$ quantum steps.

Implementing efficiently a quantum algorithm on a quantum computer is a major goal in today's science and technology. It involves stability issues in quantum technology. But the mathematical aspects of Shor's algorithm are elementary: the algorithm relies on the structure of cyclic groups, on Fourier transform on cyclic groups, on orthogonal projections in finite dimensional Hilbert spaces, on continued fraction, on properties of the Euler function, and on the Euclidean algorithm.

[^0]The goal of this note is to explain how those tools beautifully combine in Shor's algorithm. We mainly follow [2] where the interested reader will find more details. It is obvious from our exposition that $O\left(n^{4}\right)$ bounds the complexity of the algorithm. Shor's tight bound $\left.O\left(n^{2} \log n \log \log n\right)\right)$ is more technical and we do not attempt to explain it.

## 2. Reducing the factorization problem to a period FINDING PROBLEM

2.1. The Euclidean algorithm is efficient. Let $a, b \in \mathbb{N}, b \neq 0$, $a \geq b$. It is convenient to define $r_{-1}=a$ and $r_{0}=b$. For $i \geq 0$, the Euclidian division

$$
r_{i-1}=q_{i+1} r_{i}+r_{i+1},
$$

with $q_{i+1} \in \mathbb{N}$ and $0 \leq r_{i+1}<r_{i}$, defines the Euclidean algorithm: the smallest $n \in \mathbb{N}$ with $r_{n}=0$ is such that the greatest common divisor of $a$ and $b$ is

$$
G C D(a, b)=r_{n-1}
$$

It also defines the continuous fraction

$$
\frac{a}{b}=q_{1}+\frac{1}{q_{2}+\frac{1}{\cdots+\frac{1}{q_{n}}}}
$$

Any truncation of it is called a convergent of the continuous fraction. It is easy to check that $r_{i+2}<r_{i}$ hence the algorithm finds $\operatorname{GDC}(a, b)$ after $O(\log a)$ divisions.
2.2. The first steps in Shor's algorithm are classical and they involve the structure of the unit group $(\mathbb{Z} / N \mathbb{Z})^{*}$. We are given a large integer $N<2^{n}$ and the goal is to find a factor of $N$. We choose an integer

$$
1<y<N
$$

at random. We compute $G C D(y, N)$ (on a classical computer) with the Euclidean algorithm. As explained above it requires at most $O(n)$ divisions. If it turns out that $G C D(y, N) \neq 1$ then we have found a factor of $N$ and the algorithm stops. In the case $\operatorname{GCD}(y, N)=1$, that is if $y$ has an inverse modulo $N$, then we consider $y$ as an element of the multiplicative group of units $(\mathbb{Z} / N \mathbb{Z})^{*}$ of the ring $\mathbb{Z} / N \mathbb{Z}$. Let $r$ be the order of $y$ in $(\mathbb{Z} / N \mathbb{Z})^{*}$.

Assume we are lucky in the sense that $r$ is even. We have:

$$
\left(y^{r / 2}-1\right)\left(y^{r / 2}+1\right)=y^{r}-1=0[N] .
$$

That is $N$ divides $\left(y^{r / 2}-1\right)\left(y^{r / 2}+1\right)$. So at least one of the prime factors of $N$ must divide $y^{r / 2}+1$ (otherwise $N$ would divide $y^{r / 2}-1$ and this would contradict the definition of $r$ ). This implies

$$
1<G C D\left(y^{r / 2}+1, N\right)
$$

Assume we are super lucky in the sense that $r$ is even and

$$
y^{r / 2}+1 \neq 0[N]
$$

(see the proposition below for a lower bound on the probabiliy of being super lucky in the above sense). In this case,

$$
1<G C D\left(y^{r / 2}+1, N\right)<N
$$

is a non trivial factor of $N$ and we can efficiently compute it with the Euclidian algorithm, provided we know $r$.

If $E$ is a finite set, let $|E|$ denotes its cardinal.
Proposition 2.1. (A lower bound on the probability of picking $y$ with good properties.) Assume $N$ is odd. Let $m$ be the number of distinct prime factors of $N$. The set

$$
\left\{y \in(\mathbb{Z} / N \mathbb{Z})^{*}: \text { the order } r \text { of } y \text { is even and } y^{r / 2}+1 \neq 0[N]\right\}
$$

contains at least

$$
\varphi(N)\left(1-\frac{1}{2^{m-1}}\right)
$$

elements, where $\varphi(N)=\left|(\mathbb{Z} / N \mathbb{Z})^{*}\right|$ is the Euler function.
(The proof is based on the fact that if $p$ is an odd prime and $m \in \mathbb{N}$ then $\left(\mathbb{Z} / p^{m} \mathbb{Z}\right)^{*}$ is cyclic.)

As it is obvious to find a factor in the case $N$ is even and as it is easy to find a factor if $N$ is a power of a single prime (compute the $d$-root of $N$ for $d \leq \log N / \log 3$ and check if it is a factor of $N$ ), we may apply the above proposition, with $m \geq 2$. In this case, we see that we are super lucky in the above sense more than half of the time. So if we have a device which efficiently compute the order $r$ of $y$, then the strategy is straightforward: first we efficiently compute a candidate for a factor of $N$ as explained above. Then we check if the candidate is indeed a factor. If not, we pick another $y$ and try again. The chance we don't get a factor after 10 tries for example, is less than $\frac{1}{2^{10}}=\frac{1}{1024}$.

## 3. Mathematical concepts for classical/quantum COMPUTATIONS

3.1. Classical bits versus quantum bits. A (classical) bit is the field $\mathbb{Z} / 2 \mathbb{Z}$ with two elements. It has two states $\mathbf{0}$ and $\mathbf{1}$.

A quantum bit, (a $q$-bit), is the group algebra over the field of complex numbers of the group with two elements:

$$
\mathbb{C}[\mathbb{Z} / 2 \mathbb{Z}] \cong \mathbb{C}^{2} \cong\{\alpha \mathbf{0}+\beta \mathbf{1}: \alpha, \beta \in \mathbb{C}\} .
$$

It has two fundamental states $\mathbf{0}$ and 1. A state of a $q$-bit is a unit vector in $\mathbb{C}^{2}$ for the standard hermitian product on $\mathbb{C}^{2}$ which makes $\mathbf{0}$ and $\mathbf{1}$ an orthonormal basis. Hence any state $v$ of the $q$-bit $\mathbb{C}[\mathbb{Z} / 2 \mathbb{Z}]$ is a complex superposition

$$
v=\alpha \mathbf{0}+\beta \mathbf{1}
$$

of the fundamental states with the condition

$$
|\alpha|^{2}+|\beta|^{2}=1
$$

We will view $\mathbb{C}[\mathbb{Z} / 2 \mathbb{Z}]$ as a Hilbert space with two distinguished elements $\mathbf{0}$ and 1.
3.2. Classical memory versus quantum memory. An n-bit register (or memory) is the $\mathbb{Z} / 2 \mathbb{Z}$-vector space $(\mathbb{Z} / 2 \mathbb{Z})^{n}$. It has dimension $n$ over $\mathbb{Z} / 2 \mathbb{Z}$. A state of it is any of its $2^{n}$ elements.

An $n$ - $q$-bit register (or memory) $V_{n}$ is the Hilbert tensor product of $n$ copies of the $q$-bit $\mathbb{C}[\mathbb{Z} / 2 \mathbb{Z}]$ :

$$
V_{n}=\mathbb{C}[\mathbb{Z} / 2 \mathbb{Z}]^{\otimes n} \cong\left(\mathbb{C}^{2}\right)^{\otimes n}
$$

The Hilbert product of two pure tensors is

$$
\left(v_{1} \otimes \cdots \otimes v_{n}, w_{1} \otimes \cdots \otimes w_{n}\right)=\prod_{i=1}^{n}\left(v_{i}, w_{i}\right)
$$

Hence if we denote

$$
e_{0}=\mathbf{0}, e_{1}=\mathbf{1}
$$

then the $2^{n}$ fundamental states

$$
\left\{e_{i_{1}} \otimes \cdots \otimes e_{i_{n}}\right\}_{\left(i_{1}, \ldots, i_{n}\right) \in(\mathbb{Z} / 2 \mathbb{Z})^{n}}
$$

form an orthonormal basis of $V_{n}$. A state of $V_{n}$ is any of its unit vector. Hence any state $v$ is a complex superposition

$$
v=\sum_{I \in(\mathbb{Z} / 2 \mathbb{Z})^{n}} \alpha_{I} e_{I}
$$

of the fundamental states with the condition

$$
\sum_{I \in(\mathbb{Z} / 2 \mathbb{Z})^{n}}\left|\alpha_{I}\right|^{2}=1
$$

We may view a quantum $n$-register as an enhancement of a classical $n$-register: not only it contains the $2^{n}$ fundamental states but it
contains also any of their complex superposition (of unit norm). This makes possible to consider the homogeneous state

$$
\frac{1}{2^{n}} \sum_{I \in(\mathbb{Z} / 2 \mathbb{Z})^{n}} e_{I}
$$

of the quantum register $V_{n}$ which entangles all fundamental states in a single quantum state. This entanglement of information is a common feature in quantum algorithms and as we will see, it is the first step in the period finding part of Shor's algorithm.

We will use the following identifications:

$$
\begin{gathered}
\mathbb{C}[\mathbb{Z} / 2 \mathbb{Z}]^{\otimes n} \rightarrow \mathbb{C}\left[(\mathbb{Z} / 2 \mathbb{Z})^{n}\right] \rightarrow \mathbb{C}\left[\mathbb{Z} / 2^{n} \mathbb{Z}\right] \\
e_{i_{1}} \otimes \cdots \otimes e_{i_{n}} \mapsto\left(i_{1}, \ldots, i_{n}\right) \mapsto \sum_{k=1}^{n} i_{k} 2^{k-1} .
\end{gathered}
$$

The two maps are isomorphisms of Hilbert spaces: each of the above three families of elements, on which we have specified the maps, forms an orthonormal basis with respect to the chosen Hermitian product on the complex vector space it belongs to. In any of the three models of $V_{n}$, we will refer to the above orthonormal basis as the set of fundamental states.
3.3. Classical computation versus quantum computation. A computation is a map

$$
f:(\mathbb{Z} / 2 \mathbb{Z})^{m} \rightarrow(\mathbb{Z} / 2 \mathbb{Z})^{n}
$$

from the $m$-register to the $n$-register. A quantum computation is a unitary transformation

$$
U: V_{n} \rightarrow V_{n}
$$

from the quantum $n$-register $V_{n}$ to itself.
Notice that a classical computation may not be reversible (for example if $m>n$ ), whereas a quantum computation always is, by definition of a unitary transformation. Nevertheless any (classical) computation can be handled with a quantum computation. Indeed, if $f$ is as above, we define

$$
\begin{gathered}
U_{f}: V_{m} \otimes V_{n} \rightarrow V_{m} \otimes V_{n}, \\
x \otimes y \mapsto x \otimes(f(x)+y)
\end{gathered}
$$

Some caution about notation is in order here. The element $x$ varies among the $2^{m}$ fundamental states of $V_{m}$ and $y$ varies among the $2^{n}$
fundamental states of $V_{n}$. Hence $x \otimes y$ varies among the $2^{n+m}$ fundamental states of $V_{m+n}=V_{m} \otimes V_{n}$ which form an orthonormal basis. The right hand side of the tensor

$$
x \otimes(f(x)+y) \in V_{m} \otimes V_{n}
$$

is best described in the model

$$
V_{n}=\mathbb{C}\left[(\mathbb{Z} / 2 \mathbb{Z})^{n}\right]
$$

where the sum $f(x)+y$ makes sense (because $f(x) \in(\mathbb{Z} / 2 \mathbb{Z})^{n}$ and we may see $\left.y \in \mathbb{C}\left[(\mathbb{Z} / 2 \mathbb{Z})^{n}\right]\right)$ and is by definition a fundamental state.

Obviously $f(x)+f(x)=0$ in $(\mathbb{Z} / 2 \mathbb{Z})^{n}$. Hence $U_{f}$ is a well defined unitary involution. We can recover $f$ from $U_{f}$ by choosing $y=\mathbf{0} \otimes \cdots \otimes \mathbf{0}$ and projecting

$$
U_{f}(x \otimes \mathbf{0} \otimes \cdots \otimes \mathbf{0})=x \otimes f(x),
$$

to the second register.
The Walsh-Hadamard transform

$$
W_{1}: V_{1} \rightarrow V_{1}
$$

is defined as the unitary transformation of the $q$-bit $V_{1}=\mathbb{C}[\mathbb{Z} / 2 \mathbb{Z}]$ into itself whose matrix in the basis of the fundamental states $\mathbf{0}, \mathbf{1}$ is

$$
\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right) .
$$

(It is the complexification of the orthogonal reflexion in the real plane generated by $\mathbf{0}$ and $\mathbf{1}$ whose axis forms an angle with $\mathbb{R} \mathbf{0}$ of measure $\pi / 8$.) The Walsh-Hadamard transform

$$
W_{n}: V_{n} \rightarrow V_{n}
$$

is defined as

$$
W_{n}=W_{1} \otimes \cdots W_{1} .
$$

It is obviously a unitary transformation because $W_{1}$ is a unitary transformation. For example, if we allow ourself to denote also by $W_{1}$ the matrix of the unitary transformation $W_{1}$ in the orthonormal basis of the fundamental states, then the matrix of $W_{2}$ in the orthonormal basis of the fundamental states is

$$
\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
W_{1} & W_{1} \\
W_{1} & -W_{1}
\end{array}\right)=\frac{1}{2}\left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & -1 & 1 & -1 \\
1 & 1 & -1 & -1 \\
1 & -1 & -1 & 1
\end{array}\right)
$$

It is easy to check that

$$
W_{n}(\mathbf{0} \otimes \cdots \otimes \mathbf{0})=\frac{1}{2^{n / 2}} \sum_{I \in(\mathbb{Z} / 2 \mathbb{Z})^{n}} e_{I}
$$

is the homogeneous state.
3.4. Measurements on a quantum register. Let $V$ be a finite dimensional Hilbert space over $\mathbb{C}$. A measurement on $V$ is a finite collection of orthogonal projections

$$
P_{1}, \ldots, P_{k}: V \rightarrow V
$$

(hence $P_{i}^{2}=P_{i}$ and $P_{i}^{*}=P_{i}$ ) such that
(1) $P_{i} P_{j}=0$ if $i \neq j$,
(2) $i d_{V}=\sum_{i=1}^{k} P_{i}$.

If $V$ is a quantum register in a state $v \in V,\|v\|=1$, and if the measurement

$$
\left(P_{1}, \cdots, P_{k}\right)
$$

is applied, the result of the measurement is the integer

$$
1 \leq i \leq k
$$

with probability

$$
\mathcal{P}(i)=\left\|P_{i}(v)\right\|^{2} .
$$

Notice that according to Pythagoras

$$
\sum_{i=1}^{k} \mathcal{P}(i)=\sum_{i=1}^{k}\left\|P_{i}(v)\right\|^{2}=\left\|\sum_{i=1}^{k} P_{i}(v)\right\|^{2}=\|v\|^{2}=1
$$

If the measurement $\left(P_{1}, \cdots, P_{k}\right)$ is applied to a register $V$ in the state $v \in V$ and if the integer $i$ is observed, then the register after measurement is in the state

$$
\frac{P_{i}(v)}{\left\|P_{i}(v)\right\|}
$$

(Notice that if $i$ is observed then $P_{i}(v) \neq 0$ because obviously $\mathcal{P}(i) \neq 0$.)

## 4. The Fourier transform on finite cyclic groups

Let $n$ be an integer. Let $\mathbb{C}[\mathbb{Z} / n \mathbb{Z}]$ be the complex group algebra of the cyclic group $\mathbb{Z} / n \mathbb{Z}$ and let $L^{2}(\mathbb{Z} / n \mathbb{Z})$ be the Hilbert space of complex valued functions on $\mathbb{Z} / n \mathbb{Z}$. We perform the natural identification

$$
\begin{aligned}
\mathbb{C}[\mathbb{Z} / n \mathbb{Z}] & \rightarrow L^{2}(\mathbb{Z} / n \mathbb{Z}), \\
\sum_{x \in \mathbb{Z} / n \mathbb{Z}} a_{x} x & \mapsto \sum_{x \in \mathbb{Z} / n \mathbb{Z}} a_{x} \delta_{x},
\end{aligned}
$$

where $a_{x} \in \mathbb{C}$ and $\delta_{x}(y)=0$ if $x \neq y$ and $\delta_{x}(x)=1$. The basis $\left\{\delta_{x}\right\}_{x \in \mathbb{Z} / n \mathbb{Z}}$ is an orthonormal basis of $L^{2}(\mathbb{Z} / n \mathbb{Z})$ for the scalar product

$$
(\phi, \psi)=\sum_{x \in \mathbb{Z} / n \mathbb{Z}} \phi(x) \overline{\psi(x)} .
$$

It is easy to check that the characters

$$
\begin{aligned}
& x^{c}: \mathbb{Z} / n \mathbb{Z} \rightarrow \mathbb{C}^{*} \\
& x \mapsto \exp (2 i \pi c x / n),
\end{aligned}
$$

when normalized as

$$
\left\{\frac{x^{c}}{\sqrt{n}}\right\}_{c \in \mathbb{Z} / n \mathbb{Z}}
$$

also form an orthonormal basis of $L^{2}(\mathbb{Z} / n \mathbb{Z})$. We define the Fourier transform $\mathcal{F}$ as the unique unitary transformation which extends

$$
\begin{aligned}
& L^{2}(\mathbb{Z} / n \mathbb{Z}) \rightarrow L^{2}(\mathbb{Z} / n \mathbb{Z}) \\
& \frac{\chi^{c}}{\sqrt{n}} \mapsto \delta_{c} .
\end{aligned}
$$

That is

$$
\mathcal{F}\left(\sum_{x \in \mathbb{Z} / n \mathbb{Z}} f(x) \delta_{x}\right)=\sum_{c \in \mathbb{Z} / n \mathbb{Z}} \hat{f}(c) \delta_{c},
$$

where

$$
\hat{f}(c)=\left(f, \frac{\chi^{c}}{\sqrt{n}}\right) .
$$

Although the following proposition is not needed in building Shor's algorithm (a more elaborated version of it is needed; see Proposition 8.1 below), it is helpful to have it in mind.

Proposition 4.1. Assume $r$ is a factor of $n$. Let

$$
f: \mathbb{Z} / n \mathbb{Z} \rightarrow \mathbb{C}
$$

be a function of period $r$. Then

$$
\hat{f}(c)=0
$$

excepted if

$$
c \in\left\{0 ; \frac{n}{r} ; \cdots ;(r-1) \frac{n}{r}\right\}
$$

Proof. The subspace of periodic functions of period $r$ has dimension $r$. It is generated by

$$
\chi^{n / r}, \ldots, \chi^{(r-1) n / r}, \chi^{n}=1_{\mathbb{Z} / n \mathbb{Z}} .
$$

## 5. Construction of the double quantum register in Shor's algorithm

As explained in the first section, the factorization problem is reduced to a finding period problem. We explain how a double quantum register encodes the relevant periodic function. Let $N$ be the large integer we want a factor of. Let $n$ be the unique integer such that

$$
2^{n-1}<N^{2} \leq 2^{n}
$$

Let

$$
L=\left\lceil\log _{2} N\right\rceil .
$$

Let $1<y<N$ such that $G C D(y, N)=1$. Let

$$
\begin{gathered}
f: \mathbb{Z} / 2^{n} \mathbb{Z} \rightarrow \mathbb{Z} / 2^{L} \mathbb{Z} \\
x \mapsto y^{x} \bmod [N] .
\end{gathered}
$$

In the definition of $f$ it is understood that

$$
y^{x} \in\{0 ; 1 ; \ldots ; N-1\} \subset \mathbb{Z} / 2^{L} \mathbb{Z}
$$

(Notice that there is no reason for the order $r$ of $y$ in $(\mathbb{Z} / N \mathbb{Z})^{*}$ to divide $2^{n}$, hence strictly speaking, the function $f$ is not necessary periodic. But as we will see, $f$ captures enough of the periodicity of

$$
\begin{gathered}
\mathbb{Z} \rightarrow(\mathbb{Z} / N \mathbb{Z})^{*} \\
x \mapsto y^{x}
\end{gathered}
$$

so that the order $r$ of $y$ can be extracted from it.)
Let $V_{n} \otimes V_{L}$ be a double quantum register. Let it be in the state

$$
(\mathbf{0} \otimes \cdots \otimes \mathbf{0}) \otimes(\mathbf{0} \otimes \cdots \otimes \mathbf{0}) \in V_{n} \otimes V_{L}
$$

We have:

$$
\begin{aligned}
& U_{f}\left(W_{n} \otimes i d_{V_{L}}\right)(\mathbf{0} \otimes \cdots \otimes \mathbf{0}) \otimes(\mathbf{0} \otimes \cdots \otimes \mathbf{0}) \\
& =U_{f}\left(\frac{1}{2^{n / 2}} \sum_{x \in \mathbb{Z} / 2^{n} \mathbb{Z}} x \otimes(\mathbf{0} \otimes \cdots \otimes \mathbf{0})\right) \\
& =\frac{1}{2^{n / 2}} \sum_{x \in \mathbb{Z} / 2^{n} \mathbb{Z}} U_{f}(x \otimes(\mathbf{0} \otimes \cdots \otimes \mathbf{0})) \\
& =\frac{1}{2^{n / 2}} \sum_{x \in \mathbb{Z} / 2^{n} \mathbb{Z}} x \otimes f(x) .
\end{aligned}
$$

The unitary operator $U_{f}$ can be theoretically implemented on a quantum computer as the composition of $O\left(n^{3} \log n \log \log n\right)$ elementary quantum gates because the classical modular exponentiation $y^{x} \bmod [N]$,
with $N \leq 2^{n}$, needs less than $O\left(n^{3} \log n \log \log n\right)$ classical gates: exponentiation by squaring needs $O\left(n^{2}\right)$ multiplications between $n$-bits numbers, and multiplication of two $n$-bits number needs less than $O(n \log n \log \log n)$ classical gates. On the other hand $W_{n}$ needs $O(n)$ elementary quantum gates.

At this point, it may seem that the goal is reached: it is possible to entangle all the values of the function $f(x)=y^{x} \bmod [N]$ in a single state of a quantum register which is the tensor product of $O(\log N)$ quantum bits, using $O\left(n^{2} \log n \log \log n\right)$ elementary quantum gates, where $N<$ $N^{2} \leq 2^{n}$. In fact there are two obstacles left. First, as mentioned above, the function $f$ is not really periodic. A well-known rigidity feature from number theory handles this issue (see Proposition 9.1 below). The second obstacle is the measurement problem: extracting information from a quantum register perturbs its state. So it is not obvious to extract a period from it. This problem is solved by first measuring the second register $V_{L}$, then applying a Fourier transform, then measuring the first register $V_{n}$. We explain these points in what follows.

## 6. Measurement on the second Register

Let $L=\left\lceil\log _{2} N\right\rceil$, as in the previous section. Let

$$
V_{L}=\mathbb{C}\left[\mathbb{Z} / 2^{L} \mathbb{Z}\right]
$$

Let $b \in \mathbb{Z} / 2^{L} \mathbb{Z} \subset C\left[\mathbb{Z} / 2^{L} \mathbb{Z}\right]$ be a fundamental state. Let

$$
P_{b}: V_{L} \rightarrow V_{L}
$$

be the orthogonal projection onto the complex line $\mathbb{C} b$. The family of projectors

$$
\left\{i d_{V_{n}} \otimes P_{b}\right\}_{b \in \mathbb{Z} / 2 L^{L} \mathbb{Z}}
$$

obviously forms a measurement on $V_{n} \otimes V_{L}$. If this measurement is applied to the state

$$
\frac{1}{2^{n / 2}} \sum_{x \in \mathbb{Z} / 2^{n} \mathbb{Z}} x \otimes f(x),
$$

then $b \in \mathbb{Z} / 2^{L} \mathbb{Z}$ is observed with probability

$$
\begin{aligned}
& \left\|\left(i d_{V_{n}} \otimes P_{b}\right)\left(\frac{1}{2^{n / 2}} \sum_{x \in \mathbb{Z} / 2^{n} \mathbb{Z}} x \otimes f(x)\right)\right\|^{2} \\
& =\left\|\frac{1}{2^{n / 2}} \sum_{x \in f^{-1}(b)} x \otimes b\right\|^{2} \\
& =\frac{\left|f^{-1}(b)\right|}{2^{n}} .
\end{aligned}
$$

Notice that if $b$ is observed, then after measurement the double register is in the state

$$
\left(\frac{1}{\sqrt{\left|f^{-1}(b)\right|}} \sum_{x \in f^{-1}(b)} x\right) \otimes b .
$$

Notice also that if $b$ is observed then the above formula for the probability of observing $b$ implies that $f^{-1}(b)$ is nonempty. Let us denote

$$
\psi_{b}: \mathbb{Z} / 2^{n} \mathbb{Z} \rightarrow \mathbb{C}
$$

the normalized characteristic function of the set $f^{-1}(b)$ :

$$
\psi_{b}=\frac{1_{f^{-1}(b)}}{\sqrt{\left|f^{-1}(b)\right|}}
$$

With this notation, the state of the double register can be written as

$$
\left(\sum_{x \in \mathbb{Z} / 2^{n} \mathbb{Z}} \psi_{b}(x) x\right) \otimes b .
$$

## 7. Applying the Fourier transform

As explained above the Fourier transform $\mathcal{F}$ on the group $\mathbb{Z} / 2^{n} \mathbb{Z}$ is a unitary transformation of $V_{n}=\mathbb{C}\left[\mathbb{Z} / 2^{n} \mathbb{Z}\right]$. We have

$$
\begin{aligned}
& \left(\mathcal{F} \otimes i d_{V}\right)\left(\sum_{x \in \mathbb{Z} / 2^{n} \mathbb{Z}} \psi_{b}(x) x\right) \otimes b \\
& =\left(\sum_{c \in \mathbb{Z} / 2^{n} \mathbb{Z}} \hat{\psi}_{b}(c) c\right) \otimes b .
\end{aligned}
$$

It can be performed by running $O\left(n^{2}\right)$ elementary quantum gates.

## 8. Measurement on the first Register

Let $c \in \mathbb{Z} / 2^{n} \mathbb{Z}$. Let

$$
P_{c}: V_{n} \rightarrow V_{n}
$$

be the orthogonal projection onto the complex line $\mathbb{C} c$. The family of projectors

$$
\left\{P_{c} \otimes i d_{V_{L}}\right\}_{c \in \mathbb{Z} / 2^{n} \mathbb{Z}}
$$

obviously forms a measurement on $V_{n} \otimes V_{L}$. If this measurement is applied to the state

$$
\left(\sum_{c \in \mathbb{Z} / 2^{n} \mathbb{Z}} \hat{\psi}_{b}(c) c\right) \otimes b,
$$

then $c \in \mathbb{Z} / 2^{n} \mathbb{Z}$ is observed with probability

$$
\left\|\hat{\psi}_{b}(c) c \otimes b\right\|^{2}=\left|\hat{\psi}_{b}(c)\right|^{2} .
$$

Recall that the order $r$ of $y \in(\mathbb{Z} / N \mathbb{Z})^{*}$ satisfies $r^{2}<N^{2} \leq 2^{n}$.
Proposition 8.1. The probability of observing $0 \leq c<2^{n}$ with the property that there exists an integer $s$ such that $0 \leq s<r$ with $G C D(s, r)=1$ and

$$
\left|\frac{c}{2^{n}}-\frac{s}{r}\right|<\frac{1}{2 r^{2}}
$$

is greater or equal to

$$
\frac{4}{\pi^{2}} \frac{\varphi(r)}{r}\left(1-\frac{1}{N}\right),
$$

where $\varphi$ denotes the Euler function.
Notice that the inequality in the above proposition can be rewritten as

$$
\left|c-s \frac{2^{n}}{r}\right|<\frac{1}{2} \frac{2^{n}}{r^{2}} .
$$

As $r^{2}<2^{n}$, the above inequality imposes a weaker constrain on $c$ than the inequality

$$
\left|c-s \frac{2^{n}}{r}\right| \leq \frac{1}{2} .
$$

But in the special case of periodic functions we have seen that there exists an integer $s$ such that the left hand side of the above inequality vanishes. Hence, it is expected that the almost periodic distribution of the set $f^{-1}(b)$ implies the existence of an $s$ satisfying the above inequality. Technically, notice that there exists $0 \leq a<r$, where $r$ is the order of $y$ in $(\mathbb{Z} / N \mathbb{Z}))^{*}$, such that

$$
f^{-1}(b)=\left\{a+k r: k=0, \ldots, K_{a}-1\right\}
$$

where $K_{a}$ is the largest integer such that $a+\left(K_{a}-1\right) r<2^{n}$. Hence by definition $\left|f^{-1}(b)\right|=K_{a}$ and the probability of observing $c$ is

$$
\begin{aligned}
\left|\hat{\psi}_{b}(c)\right|^{2} & =\left|\left(\psi_{b}, \frac{\chi^{c}}{2^{n / 2}}\right)\right|^{2} \\
& =\frac{1}{K_{a} 2^{n}}\left|\sum_{k=0}^{K_{a}-1} \exp \left(-\frac{2 i \pi c(a+k r)}{2^{n}}\right)\right|^{2}
\end{aligned}
$$

The above formula enables one to prove the proposition.

## 9. End of the algorithm: Recovering the period through THE CONVERGENTS OF A CONTINUOUS FRACTION

The final step of Shor's algorithm is based on the following wellknown number theoretical property of continued fractions.

Proposition 9.1. Let $x \in \mathbb{Q}$. Let $s, r \neq 0$ be two integers. Assume

$$
\left|x-\frac{s}{r}\right|<\frac{1}{2 r^{2}} .
$$

Then $s / r$ is a convergent of $x$.
The quantum computer provides us with the integer $c$. According to Proposition 8.1, with positive probability, the integer $c$ satisfies

$$
\left|\frac{c}{2^{n}}-\frac{s}{r}\right|<\frac{1}{2 r^{2}}
$$

for some integer $s$ such that $0 \leq s<r$ and $G C D(s, r)=1$. So with positive probability, Proposition 9.1 applies with $x=\frac{c}{2^{n}}, r=\operatorname{order}(y)$ in $(\mathbb{Z} / N \mathbb{Z})^{*}$, and some $s$ such that $0 \leq s<r$ and $G C D(s, r)=1$. Therefore with positive probability, the order $r$ is a denominator of the reduced form of one of the convergents of $\frac{c}{2^{n}}$. The Euclidean algorithm computes efficiently the convergents in reduced form of $\frac{c}{2^{n}}$. So it is possible to efficiently list their denominators.

## 10. A lower bound on the Euler function

The efficiency of the algorithm depends on the lower bound

$$
\frac{4}{\pi^{2}} \frac{\varphi(r)}{r}\left(1-\frac{1}{N}\right)
$$

from Proposition 8.1. When $N$ goes to infinity the period $r$, which is by definition the order of a random element in $(\mathbb{Z} / N \mathbb{Z})^{*}$, may also go to infinity. The bad new is that for infinitely many integers $m$,

$$
\frac{\varphi(m)}{m}<\frac{1}{\exp (\gamma) \log \log m}
$$

where $\gamma=0,57 \ldots$ denotes Euler's constant (see for example [1, Theorem 13.14 (b)]). The good new is that the quotient admits a lower bound which goes to zero extremely slowly: for $m>2$,

$$
\frac{\varphi(m)}{m}>\frac{1}{\exp (\gamma) \log \log m+\frac{2.50637}{\log \log m}}
$$

(see [6]).
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