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Abstract
Ukraine’s tug-of-war between Russia and the West has had significant and lasting
consequences for the country. In 2013, Viktor Yanukovych, the Ukrainian president
aligned with Russia, opted against signing an association agreement with the
European Union. This agreement aimed to facilitate trade and travel between the EU
and Ukraine. This decision sparked widespread protests that coalesced in Kyiv’s
Maidan Square, eventually becoming known as the Euromaidan protests. In this
study, we analyze the protest data from 2013, sourced from Ukraine’s Center for Social
and Labor Research. Despite the dataset’s limitations and occasional inconsistencies,
we demonstrate the extraction of valuable insights and the construction of a
descriptive model from such data. Our investigation reveals a pre-existing state of
self-excitation within the system even before the onset of the Euromaidan protests.
This self-excitation intensified during the Euromaidan protests. A statistical analysis
indicates that the government’s utilization of force correlates with increased future
protests, exacerbating rather than quelling the protest movement. Furthermore, we
introduce the implementation of Hawkes process models to comprehend the
spatiotemporal dynamics of the protest activity. Our findings highlight that, while
protest activities spread across the entire country, the driving force behind the
dynamics of these protests was the level of activity in Kyiv. Furthermore, in contrast
to prior research that emphasized geographical proximity as a key predictor of event
propagation, our study illustrates that the political alignment among oblasts, which
are the distinct municipalities comprising Ukraine, had a more profound impact than
mere geographic distance. This underscores the significance of social and cultural
factors in molding the trajectory of political movements.

Introduction 1

Ukraine’s historical and cultural ties with Russia forged over centuries and solidified 2

by its emergence as an independent nation from the dissolution of the Soviet Union in 3

December 1991, stand in stark contrast to its more recent inclinations toward Western 4

nations. This dynamic has given rise to a complex and ongoing struggle for national 5

identity [47]. While a significant portion of the Ukrainian population maintains 6
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enduring connections with Russia, an equally substantial contingent leans toward 7

Western influences. In 1994, Ukraine entered into an important partnership and 8

cooperation agreement with the European Union, a landmark accord detailed in [2]. 9

This agreement not only facilitated bilateral trade but also encompassed diverse 10

domains such as science, technology, mining, and maritime transport, signifying the 11

comprehensive scope of engagement between Ukraine and the EU. 12

During the early years of the 21st century, a pressing question emerged within 13

Ukraine’s political discourse: whether to align itself with the European Union. This 14

deliberation was viewed by Russian President Vladimir Putin as a destabilizing 15

development [40]. The extent to which individuals within Ukraine aspired to align 16

with the West has evolved into a central issue catalyzing political polarization within 17

the nation [40]. From 2005 to 2010, the Ukrainian presidency was held by Viktor 18

Yushchenko, who pursued closer integration with the European Union. Yushchenko’s 19

aspiration to formalize this commitment through an association agreement, aiming for 20

a deepened engagement, was hindered by the limitations of his political influence. The 21

outcome of the 2010 presidential election underscored the challenges he faced, as he 22

was defeated by President Viktor Yanukovych, who maintained a more Russia-oriented 23

stance [48]. The year 2013 marked a turning point when President Yanukovych, 24

despite broad parliamentary approval, declined to sign the aforementioned association 25

agreement with the European Union. The interplay of domestic and external 26

influences, including significant pressure from Russia, guided his decision to reject the 27

agreement [36]. This choice was the triggering event for the Euromaidan protests, 28

known as the Revolution of Dignity, which swept across Ukraine, predominantly 29

centered in Kyiv, before spreading throughout the nation [40]. 30

In this study, our primary objective is to discern the underlying determinants 31

propelling these protests. Specifically, our investigation centers on two key aspects: 32

the potential diffusion of protest activities and the ramifications stemming from the 33

frequency of arrests and injuries witnessed within a given protest incident, and the 34

relationship to subsequent protest dynamics. To study these phenomena, we make use 35

of an extensive repository of protest data amassed by the Center for Social and Labor 36

Research in Ukraine, accessible through their website. Our analytical approach is 37

anchored in the deployment of both regression and ARIMA models. Through these 38

quantitative methodologies, we aim to understand the interplay of variables. Our 39

findings underscore the existence of self-propagation within the realm of protests, with 40

prominence during the latter phase of 2013, coinciding with the critical Euromaidan 41

upheaval. 42

The second fundamental aim of this study is the development of models of the 43

spatial and temporal dynamics characterizing the escalation of events during the 2013 44

phase of the Euromaidan revolution. This analysis covers a spectrum of events, 45

encompassing both pro-Maidan and anti-Maidan manifestations. To accomplish this, 46

we make use of Hawkes processes, a class of point processes known for modeling 47

self-excitation. These models can detail the trajectories of escalation, which extend 48

beyond Kyiv. Notably, our investigation unveils Kyiv as the central force behind the 49

spread of events throughout the nation. While geographical distance does not exert a 50

discernible effect, our study discerns a significant impact emerging from the political 51

affinity of the different regions. Moreover, we identify contagion patterns both within 52

Kyiv and across many oblasts, which represent the nation’s principal administrative 53

subdivisions. 54

The Euromaidan movement has encompassed a diverse set of events, ranging from 55

peaceful protests to more tumultuous episodes such as violent riots. Although there 56

are substantial distinctions among these various event types, as outlined in [25], all of 57

these occurrences contribute to and can be regarded as components of civil unrest. 58
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While a more comprehensive discussion could delve into the nuances of each event 59

type, this falls beyond the purview of our research. The deployment of mathematical 60

models has gained recognition as a powerful framework for studying such events, and 61

diverse methodological approaches have been developed. In previous works such 62

as [26] and [25], an agent-based paradigm was adopted to model civil unrest, 63

encapsulating the intricate dynamics underlying such phenomena. A distinct avenue of 64

inquiry ventured into the use of non-linear dynamics and chaos theory, as showcased 65

in [28], wherein the Russian Empire’s labor strikes during the period spanning 1895 to 66

1905 were subjected to rigorous analysis. Other pertinent dynamical approaches can 67

be found in [32] and [9]. Meanwhile, evolutionary game theory has found application 68

in the works [13] and [29]. Epidemiological models, as exemplified in [31], [33], 69

and [18], have gained traction as tools to understand these societal events. A 70

noteworthy framework is that of kinetic theory, which was used in [17] to model the 71

dynamics of epidemic propagation. 72

In this work, we opt to use stochastic point processes known as Hawkes processes 73

to model the spatiotemporal dynamics of the 2013 protesting events. While Hawkes 74

processes were initially introduced to model seismic activities, their utility has 75

extended to the modeling of events in diverse fields including finance, neuroscience, 76

social sciences, and computer science. Some examples of the uses of Hawkes processes 77

include but are not limited to EU instances of terrorist attacks [12], gun violence [10], 78

gang-related violence [11], and incidents of disorder that unfolded during the 79

COVID-19 pandemic [14]. Hawkes processes are particularly well suited to model 80

self-propagating events, a pattern observed in the dynamics of Euromaidan. 81

Historical context and timeline 82

The Orange Revolution and Ukraine’s pull between the West 83

and Russia 84

In the aftermath of World War I and the Russian Revolution of 1917, a substantial 85

portion of the Ukrainian territory came under the dominion of the Soviet Union. 86

Notably, certain enclaves of western Ukraine found themselves divided among Poland, 87

Romania, and Czechoslovakia [49]. Ukraine’s independence materialized in 1991, 88

following the dissolution of the Soviet Union. The initial phase of Ukrainian autonomy 89

was marked by numerous challenges as the nation grappled to navigate the 90

implementation of both economic and political reforms. These initial stages were 91

marked by escalating social tensions, which grew into a watershed moment 92

characterized by large-scale demonstrations, now known as the Orange Revolution. 93

The origins of this movement lay in the contested aftermath of the 2004 presidential 94

elections, during which President Viktor Yanukovych proclaimed victory, an assertion 95

contested [27,40]. The incendiary nature of these events led to the nullification of the 96

election results, forcing Ukraine’s Supreme Court to mandate a new election process. 97

After the new election period, Viktor Yushchenko was named president of Ukraine. 98

However, the support for the protests was not uniform among the Ukrainian people. 99

The support primarily coalesced through a collaborative effort spearheaded by 100

individuals coming from the western and central regions of Ukraine [50]. 101

Certain scholars, including Kuzio, a distinguished professor of political science at 102

the National University of Kyiv-Mohyla Academy, advance the perspective that 103

Ukraine’s trajectory post-independence has led to the emergence of two distinct 104

strands of nationalism. Within this paradigm, civic nationalism takes root in western 105

and central Ukraine, while pro-Russian sentiment gains prominence in the eastern 106

regions [50]. Kuzio underscores that the pronounced mobilization witnessed during the 107
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Orange Revolution was propelled by the fervor of civic nationalism. 108

The 2010 Viktor Yanukovych became the fourth president of Ukraine. This event 109

in itself served as a testament to the enduring fracture in Ukraine’s political landscape. 110

A trend surfaces when studying the political allegiances of the various administrative 111

divisions. Generally, the oblasts situated in the western and central regions align more 112

closely with Western principles and ideologies, while their eastern and southern 113

counterparts tend to exhibit a pro-Russian disposition. This dichotomy is illustrated 114

in Figure 1, which shows the support for the pro-European Union candidate across the 115

2004, 2010, and 2014 presidential elections. The figure underscores a gradual 116

attenuation in pro-Western inclinations as one traverses from the western to the 117

eastern extremities of the nation, rather than a stark demarcation between the two 118

political inclinations. 119

Euromaidan: the revolution of dignity 120

In 2009 the Eastern Partnership (EaP), a joint initiative involving the European 121

Union, its Member States, and six eastern European Partner countries: Armenia, 122

Azerbaijan, Belarus, Georgia, the Republic of Moldova, and Ukraine, was 123

launched [34]. A high point of this partnership for Ukraine was the Association 124

Agreement with the European Union, a bilateral agreement between the EU and a 125

third country. It served as a way to open up borders between the EU and the 126

third-party countries for trade and travel [15]. This agreement established political 127

and economic ties between Ukraine and the West [35]. The Ukrainian parliament had 128

approved the final agreement and in late November 2013, President Yanukovych 129

signaled his support for the agreement. However, a visit to Moskow appears to have 130

changed his mind. On November 21, 2013, Ukraine rejected draft laws that aimed to 131

release jailed opposition leader Yulia Tymoshenko, a requirement imposed by the 132

European Union for the association agreement, and suspended plans for the signing of 133

this landmark agreement. Moreover, Ukraine announced that it would renew dialogue 134

with Russia [36]. While President Yanukovych’s support in the western oblasts was 135

always small, his support in the eastern regions started to decline after the contested 136

decisions associated with his presidency, Figure 1c. 137

The Euromaidan protests began in earnest the evening of November 21, 2013, when 138

more than 1,500 Ukrainians marched to the Maidan Square in Kyiv in disapproval of 139

the decisions taken by their government earlier that day [37]. In the next days, the 140

peaceful civil protests continued in Maidan Square and throughout other regions of 141

the country, with these events achieving a very large number of protesters over the 142

weekend [40]. On the night of November 30, 2013, things became violent when the 143

government ordered the Berkut police, a special unit of the Ukrainian police within 144

the Ministry of Internal Affairs, to disperse the square. It was documented that the 145

unit used force to violently disperse the Maidan Square protesters [16]. The next day 146

the protesters reoccupied the square. That day saw multiple riots in Kyiv and a large 147

number of journalists being injured by the police [38]. On December 11, 2013, the 148

Berkut special police unit and interior ministry troops descended on protesters 149

violently in an attempt to break up the Euromaidan protests [39]. 150

On January 16, 2014, the Ukrainian Parliament signed new anti-protest laws, 151

which restricted freedom of speech and freedom of assembly [42]. In reaction, on 152

Sunday, January 19, 2014, over 200,000 Ukrainians showed up to protest in the center 153

of Kyiv [43]. More violence erupted on January 22, 2014, on Hrushevskoho Street in 154

Kyiv resulting in the deaths of protesters [45]. A few days later, on January 25, 2014, 155

Arsenii Yatsenyuk, the former Economy and Foreign Minister of Ukraine and leader of 156

the Batkivshchyna, an EU-leaning party was offered the Prime Minister’s position, 157

which he declined, citing the need for the Ukrainian citizens to decide on their future 158
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Fig 1. The presidential voting maps of Ukraine: (a) 2004 (b) 2010 (c) 2014.

leader and not the current government they were protesting against [40]. More deadly 159

protests occurred between February 18-20, leaving more than 100 individuals dead [44]. 160

The European Union became involved on February 21, 2014, and introduced sanctions 161

against the Ukrainian leaders. On February 22, 2014, President Yanukovych fled to 162

Donetsk and then Crimea and parliament voted to remove him from office [46]. 163

Afterward, the Russian army annexed Crimea, which led to the Russo-Ukrainian War. 164

The election, first scheduled for March 2015, was held following Euromaidan. It led to 165

the victory of President Petro Poroshenko [8] who led Ukraine through the integration 166

with the EU by signing the EU Association Agreement [7]. 167
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Fig 2. The timeline of Euromaidan from November 25, 2013, to February 23, 2014.

Materials and methods 168

Data collection and limitations 169

Created in 2013, the Center for Social and Labor Research is a Ukrainian non-profit 170

organization focused on gathering and analyzing data about socioeconomic problems 171

in Ukraine. To model the spatiotemporal dynamics observed in the Euromaidan 172

protests, we use their protests data set [3] from 2013 (although some events spill into 173

2014). This data set was created and curated, largely by academics without any 174

explicit political agenda [6], using information aggregated from newspaper articles 175

found through monitoring of news feeds from more than 190 national, regional, and 176

activist web media. The data set has been continually updated from 2013 until the 177

present day. The data set includes protests, rallies, riots, and police crackdowns, 178

among others, as events spanning a range of days [4]. The main unit of the data set is 179

a “protest event” and therefore we use the terms “protest” and “event” 180

interchangeably. The data takes into consideration the bias of certain events and their 181

over-representation. The data curators addressed the over-representation by adhering 182

to certain principles, e.g., including data from national, regional, and local news 183

sources, and taking care not to double-count any event. Potential bias is also taken 184

into consideration, as certain events, e.g., those backed and instigated by the 185

government, were not counted. The data set contains both large and successful events 186

that were reported in mass media, as well as events that were considered as failed, e.g., 187

because of violent law enforcement intervention. In some cases, the data set details the 188

number, demographics, and political leanings of the participants. In every case, the 189

data set details the date(s) and the locations of the events. In some cases, e.g., an 190

extremely large protest or a failed protest, data on the number of protesters is missing. 191

We discuss this in more detail in Appendix 0.1. While the report does give a 192

breakdown of the level at which the events happen, e.g., neighborhoods or cities, we 193

choose to aggregate the events per oblast as we want to look at a holistic view of the 194

events’ spread, but also because certain events’ location is only defined on the oblast 195

level. Note that some oblasts share the same name as certain cities in the region, 196
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however, in this work, we use these names only to refer to the oblasts. For example, 197

when we refer to Kyiv we mean the oblast and not the city. 198

For every event in the data set, we know which oblast it occurred in. However, 199

since the data comes from media reports, it is possible that events happened that were 200

never included in the data set. For each oblast, the data curators drew from eight or 201

nine news sources to determine which events happened in that oblast. It is important 202

to recognize that an event only appears in the data set if it was reported in the news, 203

and this presents the potential of bias in the data. We did find evidence of events that 204

occurred but were not reported in the media, especially in eastern oblasts. We did not 205

find evidence that this phenomenon was widespread, but we nevertheless stress the 206

caveat that, if the data set exhibited significant bias, this would affect our models. We 207

encourage future researchers to replicate our findings on data sets with less bias. 208

Related research (replicating the appropriateness of Hawkes process models for protest 209

dynamics, and the relationship between injuries and the number of protests) on a data 210

set of protests in the United States has been carried out in [30]. 211

The statistical models below demonstrate that events exhibit self-exciting behavior, 212

e.g., more events today are associated with even more tomorrow. The statistical model 213

is based on the entire data set and does not omit any oblasts. There is a variable, 214

“Action type”, that takes values such as “protest”, “positive response”, or “negative 215

response.” The “negative response” events are ones where law enforcement was 216

involved in a way perceived as negative. More precisely, the term “negative response” 217

refers to events featuring repression, suppression, or obstruction of the protesters, 218

either physical or legal [4]. An event is coded as a “negative response” if it features 219

arrests, attacks, beatings, a blockade, a confrontation with police, a conviction, 220

deportation, employees being fired (or students being expelled) for participating in a 221

protest, a fight or gunfight, harassment, hacking, interrogation, imprisonment, lockout 222

in response to the protest, martial law, a criminal case, law enforcement preemptive 223

obstruction, police searches of participants, or a shooting. There is also a variable, 224

“Event series”, that gives an idea of what the event is about. When this variable is 225

valued as “Euromaidan”, the event was about the Euromaidan movement. 226

Our best model includes covariates detailing the number of “Euromaidan” events 227

per day, the number of “negative response” events per day, and the number of civilian 228

injuries per day. Of the 6627 events, 3220 have the string “Euromaidan” occurring in 229

the “Event series” variable, which denotes that these events were associated with the 230

Euromaidan event. This includes both pro and anti-Euromaidan events, in any oblast 231

in the country. Similarly, there are 1102 events with “negative response” and 405 that 232

are both “Euromaidan” and “negative response.” 233

Pre-Euromaidan 234

Figure 3 depicts the number of events per day from January 1 to December 31, 2013. 235

We observed a relatively small activity before Euromaidan, which lasted between 236

November 21, 2013, and February 23, 2014. The average number of events before the 237

beginning of the Euromaidan protests is very low, less than one per day per oblast. 238

We shall use each oblast’s average number of events before self-excitation as a base 239

number of protests in our model. Most of the events presented during this time were 240

small-scale protests with few protesters. 241

Euromaidan 242

The impact of the EU trade agreements on Ukraine’s relationship with Russia, 243

Ukraine’s biggest trade partner at the time, pushed President Yanukovych to delay 244

signing the agreement. In turn, this act triggered the protests constituting 245
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Fig 3. The number of events including protests, riots, and negative police response in
Ukraine from January 1, 2013, to January 04, 2014.

Euromaidan. As seen in Figure 2, protesters started gathering in the Maidan square 246

on November 21, 2013. After the failure of the EU trade agreement on November 29, 247

there were major police crackdowns on protesters, which in turn led to riots in Kyiv. 248

The protests continued for multiple weeks afterward. 249

Figure 4 offers a geographic visual of the spread of events for the first six days of 250

protests. The protests were heavily localized in the Kyiv oblast, and more specifically 251

in the Maidan square located in the capital. Once these events reach their peak, we 252

observe the spread of activity throughout the western and central parts of the country. 253

These are the regions that are most pro-EU [19] as one can see in Figure 1 which 254

shows the votes for candidate Petro Poroshenko, the pro-EU candidate, in the 2014 255

elections following Euromaidan. We shall use these votes as an indicator of the 256

political leanings of each oblast in our model later on. We believe that the 2014 votes 257

are most reflective of the Ukrainian political map as they are from the election that 258

happened in response to the protests and reflect the public opinion’s shift from the 259

2010 election where President Yanukovych won by a thin margin. 260

Figure 5 shows the wide difference between the magnitude of events in Kyiv and all 261

other oblasts. Figure 6 details the maximum number of events per day and total 262

number of events per oblast. These graphs purposefully omit Kyiv oblast, as the total 263

number of events and the maximum number of events far exceeds any other oblast (a 264

total of more than 800 events over the entire period with a maximum of 47 events for 265

one day). Moreover, one can see that some regions register little activity, namely: 266

Chernihiv, Donetsk, Dnipropetrovsk, Kharkiv, Kherson, Kirovohrad, Poltava, Sumy, 267

and Zhytomyr. The geopolitical situation, i.e., their proximity to Russia and their 268

political leanings, might be the direct cause of these discrepancies. As there is no 269

represented activity in such oblasts, we choose to omit them from our model. The lack 270

of activity is mainly due to the lack of representation of such oblasts’ activity in the 271

media. There were regular pro-EU protests and later anti-Maidan ones in these 272

oblasts. However, they were not very crowded, rarely manifested violent events, and 273

were not sensational. Thus, they did not regularly make the pages of popular media. 274

A careful look at the data, unfortunately, does show some discrepancies. First, the 275

number of protesters is not reported for all events. Second, the number of deceased 276

individuals is heavily underrepresented. For example, the Kharkiv Human Rights 277

Protection Group, one of Ukraine’s oldest and most respected human rights 278

organizations, reports the death of Pavlo Mazurenko, on the 24th of December, 2013, 279
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in a Kyiv hospital after a violent police interaction [51]. However, this tragic event is 280

missing from our data set. Third, and most important is the fact that the data set is 281

missing important activity from the first two months of 2014. The only events 282

reported in 2014 are those that began in 2013 and spilled over into 2014. This period 283

has seen a resurgence in protests and clashes between the pro-Euromaidan protesters 284

and police [52] [53] [20]. The turmoil that Ukraine plunged into after the Euromaidan 285

revolution, namely the Russo-Ukrainian war, made it difficult to collect data or local 286

news reports in the country. The international news unfortunately does not offer the 287

level of granularity needed for this type of analysis we are conducting. 288

The fact that the data set does not contain events that began in 2014 forces us to 289

focus on modeling only the first half of Euromaidan. Given the fact that there was a 290

clear break in the protests, before the resurgence in mid-January, it is sound to study 291

the first half of Euromaidan as its own contained self-excitation event, which will be 292

further demonstrated in the statistical analysis section. Moreover, we must also model 293

the number of events and not the number of protesters. This can be seen as a 294

limitation given that large protests may have a larger impact than others. However, as 295

seen in [31], the magnitude of a protest does not always correlate to the importance of 296

the event. For example, an event that has only a few protesters can cause a chain 297

reaction and lead to more important events in the future. Note also that we do not 298

differentiate between pro and anti-European Union protests, and do not take into 299

account the different political leanings of all groups involved in the different events. 300

The main reason behind this is that all protests do add to the general tension and, as 301

seen from the statistical analysis, lead to more protests. See the statistical analysis 302

section below for details supporting this assertion. As one can see in Figure 7 and 303

Figure 5, which respectively illustrate the overall number of events in all of Ukraine 304

and each of its oblast per day from November 21, 2013, to January 4, 2013, there is a 305

lack of activity starting from January 1, 2014. This is because the only events in 306

January and February are those that were initiated in 2013. However, as mentioned 307

above, the protests did increase significantly after the new year and resulted in the 308

ousting of the president of Ukraine. Therefore, the data set is missing most key events 309

that happened during the second part of the protests. 310

Statistical analysis 311

The data set consisted of one row per protest, with columns containing information on 312

the start date, end date, oblast where the protest occurred, and numbers of protesters, 313

arrests, injuries, and fatalities. Unfortunately, due to missing data issues, most of 314

these numerical fields cannot be used, as remarked above, but we do use the number 315

of injuries in our final model, because of its relevance in a similar model in [30]. Our 316

primary goal in this section is to build a model to predict the number of protest events 317

on any given day and to show that the time series “number of events” exhibits 318

self-excitation behavior. Towards that goal, we first wrangle the given data set into a 319

different form, where the fundamental unit is a day, rather than a protest. Each day in 320

this new data set will have information about how many protests occurred that day, as 321

well as three covariates listed below. 322

To create a variable containing the number of events per day, we transformed the 323

data and extracted several time series: 324

• pt is the number of events on day t (that is, all events where t is between the 325

start and end date, inclusive) 326

• nrt is the number of events with a “negative response” on day t 327

• et is the number of events associated with Euromaidan on day t 328
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)
Fig 4. A spatiotemporal illustration of the number of total events per oblast from
November 21, 2013, to December 05, 2013. These events include protests, rallies, riots,
and police crackdowns.

• it is the number of civilians injured on day t 329

In this context, an event E occurring on day t can influence the number of events 330
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Fig 5. The number of events, such as protests, throughout different oblasts in
Ukraine from November 25, 2013 to February 20, 2014.

on day t+ 1 either by extending to last another day, or by spawning subsequent events 331

(e.g., inspired by news coverage regarding E). We will show a positive relationship 332

between pt and pt+1, which justifies the slogan “more events today are associated with 333

even more tomorrow.” Furthermore, we fit a threshold model to pt, inspired by the 334
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(a) (b)
Fig 6. (a) The maximum daily number of events in all oblasts excluding Kyiv. (b)
The total number of events from November 11, 2013, to February 02, 2014, in all
oblasts excluding Kyiv.

Fig 7. The total number of events per day in Ukraine from November 21, 2013, to
January 4, 2014, including protests, rallies, riots, and police crackdowns registered in
media under scrutiny.

spread of epidemics, that illustrates that after a certain tipping point, the relationship 335

between pt and pt+1 is even larger. This provides evidence that a Hawkes process 336

model is appropriate for these data. 337

The first step is to figure out which of these variables leads/lags the others. Is the 338

number of injuries today associated with the number of events tomorrow, or is it the 339

other way around? We use cross-correlation analysis [41] after pre-whitening to 340

answer this question. See Appendix 0.2 for details on this methodology. Carrying out 341

this procedure (that is, cross-correlation analysis after suitable pre-whitening) for the 342

time series above demonstrated that pt is closely and positively associated with lags of 343

the three covariate time series, e.g., most strongly with it−1, et−3, and nrt−5. That is, 344

if there were many injuries today, negative response events today, or Euromaidan 345

events today, then one can expect more events overall tomorrow and in the days to 346

come. This suggests that injuries to protesters are associated with more future 347

protests, and provides evidence that Euromaidan events were driving the protests. It 348

also suggests that government negative responses (e.g., police use of force, beatings, 349

etc.) are associated with more future protests, i.e., have an inflammatory rather than 350
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suppressing effect on protests. The cross-correlations of the pre-whitened data are 351

useful to be able to say there is a statistically significant association between pt and 352

the lagged variables but lack a meaningful real-world interpretation. So, we instead 353

report the actual correlations (reiterating the caveat that, without pre-whitening, 354

these correlations can be affected by exogenous variables) to illustrate the strength of 355

the relationships between the variables in question. 356

lag 0 lag 1 lag 2 lag 3 lag 4
et 0.91 0.79 0.75 0.72 0.7
nrt 0.82 0.71 0.67 0.59 0.59
it 0.24 0.16 0.09 0.08 0.09

This table says, for example, that the correlation between pt and et is 0.91, and 357

between pt and nrt−1 is 0.71, etc. Lags on the other side (e.g., between pt and nrt+1) 358

were smaller, and the pre-whitened cross-correlation showed that such lags lack 359

statistical significance. The pattern in the table above is consistent with pt being 360

affected by each of the three covariates and their lags. As the correlations above are 361

computed without pre-whitening, the lag 2 correlations are likely primarily due to the 362

lag 1 correlation, since et−2 is correlated with pt−1 and hence with pt as we will see 363

below. 364

We turn now to statistical models. Autoregressive integrated moving average 365

(ARIMA) models are standard statistical models for time series data. They are built 366

of three parts: an AR part, an I part, and an MA part. The methodology for the AR 367

part identifies, for a given time series yt, which lagged time series yt−k have a 368

statistically significant correlation with yt, and then builds a linear model where the 369

response variable is yt, the explanatory variables are the relevant yt−k, and the 370

residuals now ideally exhibit independence. In situations of multivariate time series, 371

one can model yt as a linear function of its past (yt−k’s), of another time series xt, and 372

of the lagged explanatory time series xt−k. The MA part also allows explanatory 373

variables of the form ϵt−k, meaning the error term of the model for yt−k. The purpose 374

of this is to allow large “shocks” from the past (e.g., a day on which the number of 375

events was much larger than expected) to affect the present. The I part involves 376

replacing the starting time series yt with a differenced time series. For example, the 377

first-order differenced time series ∆yt is defined as yt − yt−1, and differencing can be 378

iterated, so ∆2yt = ∆(∆yt) = ∆(yt − yt−1) = (yt − yt−1)− (yt−1 − yt−2). Differencing 379

is used to shift from a non-stationary time series yt to a stationary time series ∆iyt, 380

the i-times differenced time series, and then fit a model (using AR and MA terms) to 381

∆iyt. The ARIMA framework assumes the given time series can be made stationary 382

by iterated differencing. To simplify notation, we write zt for ∆iyt (where i is chosen 383

to make zt stationary) and we write xt generically to mean any explanatory variable 384

(including a lagged zt−k). Seasonal ARIMA models further allow seasonal AR terms 385

(e.g., yt−7, the number of events one week ago), seasonal MA terms (e.g., ϵt−7), and 386

seasonal differencing. The notation SARIMA(p,d,q)x(P,D,Q)[S] represents a model 387

with p regular lags, P seasonal lags (e.g., yt−S , yt−2S , etc.), d regular differencing, D 388

seasonal differencing, q regular MA terms, and Q seasonal MA terms. For us, S will 389

be 7, so our time series will depend on non-seasonal lags (like, yesterday or the day 390

before) as well as seasonal ones (like, what happened seven days ago or 14 days ago). 391

Once a suitable SARIMA model for zt has been fit, whose residual vector is 392

independent random white noise that does not depend on time, the model can be used 393

to forecast future values of zt (and hence of yt). The model coefficients and standard 394

errors can be used to determine which explanatory variables xt are statistically 395

significant (and the direction of their influence), and the Akaite Information Criterion 396

(AIC, from information theory) can be used to decide between competing models. 397
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Using these techniques we see, for example, that pt is strongly influenced by nrt and 398

et, with negative reaction events and Euromaidan events both associated with more 399

total events in the subsequent days. 400

Time series analysis starts from the assumption that the time series of interest is 401

stationary (or that a differencing operation can make it so), which means, informally, 402

that its mean, variance, and autocorrelation structure do not change over time. In the 403

case of protest data from Ukraine in 2013-2014, the time series does change radically, 404

in November of 2013. Hence, differencing was required to make the time series 405

stationary. 406

We used both classical time series analysis techniques (e.g., inspection of time 407

plots, unit root tests, differencing, (partial) autocorrelation function graphs, 408

cross-correlation functions, Box-Ljung tests, and inspection/tests of residuals) as well 409

as automated model-fitting techniques. Both approaches resulted in the same model. 410

Statistical analysis results 411

Our best models for the “number of events” from its history required first-order 412

differencing to make pt stationary. We let Pt denote ∆pt, and note that Pt passes tests 413

of stationarity. Our best ARIMA model for the autocorrelation structure is an 414

ARIMA(2,1,3) model, meaning that two lags, Pt−1, Pt−2 and three moving-average 415

terms ϵt−1, ϵt−2, ϵt−3 are included in the model. However, the residuals still exhibited 416

autocorrelation, so we allowed seasonal terms, resulting in a SARIMA(2,1,3)(1,0,2)[7] 417

model for pt. We use the notation ar to stand for “autoregressive” (e.g., ar1 refers to 418

the coefficient of Pt−1), ma for “moving average” (e.g., ma3 is the coefficient of ϵt−3), 419

sar for “seasonal autoregressive” terms like Pt−7, and sma for “seasonal moving 420

average” terms ϵt−7 and ϵt−14. Below, we provide the coefficients and standard errors 421

for our best model for the time series of protest events, based on its history. 422

ar1 ar2 ma1 ma2 ma3 sar1 sma1 sma2 423

coef 1.4594 -0.7899 -1.8331 1.1981 -0.1720 0.9191 -0.9114 0.0902 424

s.e. 0.0702 0.0688 0.0913 0.1512 0.0742 0.0867 0.1048 0.0576 425

That is, the model first transforms pt to Pt = ∆pt, then determines that Pt 426

depends, in a statistically significant way, on Pt−1, Pt−2, and Pt−7, as well as ‘shocks’ 427

(e.g., days with an unusual number of events) at times t− 1, t− 2, t− 3, t− 7, and 428

t− 14. One could spell out the model as: 429

Pt =1.4594 ∗ Pt−1 − 0.7899 ∗ Pt−2 − 1.8331 ∗ ϵt−1 + 1.1981 ∗ ϵt−2 − 0.172 ∗ ϵt−3

+ 0.9191 ∗ Pt−7 − 0.9114 ∗ ϵt−7 + 0.0902 ∗ ϵt−14 + ϵt (1)

If one wished to predict the number of events tomorrow, one could use this model 430

to predict Pt+1 and then use the fact that Pt+1 = pt+1 − pt to predict pt+1 as 431

pt + Pt+1, i.e., the number of events today plus the output of this model based on the 432

history of the event time series. 433

In this model, the residuals exhibit no autocorrelation, all terms are statistically 434

significant, and the AIC is improved relative to the non-seasonal ARIMA model. 435

Because the residuals exhibited mild heteroskedasticity, we investigated fitting 436

GARCH models, but they did not improve on the SARIMA model. The 437

heteroskedasticity was fixed by the final model introduced below, using the covariates. 438

Because the residuals were not normal, non-parametric (bootstrap) methods were used 439

to ascertain statistical significance. This model achieved an AIC of 3162.5. 440

We turn now to multivariate models. Including it, nrt, and et as explanatory 441

variables for pt, and fitting a SARIMA model to the residuals, resulted in a strong 442
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improvement over the model above (AIC = 2680). All three of the “number of 443

injuries,” “number of negative responses,” and “number of Euromaidan events” have 444

statistically significant predictive power for the number of events (as do all the 445

SARIMA terms in the model). Furthermore, this model no longer exhibits 446

heteroskedasticity, thanks to the inclusion of the Euromaidan terms. 447

The best model begins with it, nrt, and et, then fits a SARIMA(1,1,1)(2,0,0)[7] to 448

the residuals of that model. We list the coefficients and standard errors below: 449

ar1 ma1 sar1 sar2 ts_i ts_nr ts_e 450

0.2341 -0.9466 0.1829 0.2399 1.0326 1.1902 0.7970 451

s.e. 0.0536 0.0188 0.0497 0.0485 0.2669 0.1144 0.0279 452

The model can be spelled out as: 453

pt = 1.0326 ∗ it + 1.1902 ∗ nrt + 0.7970 ∗ et + xt

where the differenced series Xt = ∆xt satisfies: 454

Xt = 0.2341 ∗Xt−1 − 0.9466 ∗ ϵt−1 + 0.1829 ∗Xt−7 + 0.2399 ∗Xt−14 + ϵt

The dependence on the past is now encapsulated by the residual term xt, which 455

makes the model cleaner but does not change our earlier assertion that pt depends in a 456

statistically significant way on the lags of it, nrt, and et. 457

Interpreting the coefficients, we learn that every injury is associated with 1.03 more 458

events (so, if one event led to 100 people getting injured, we would expect 103 more 459

events), and every negative response event is associated with 1.19 more events. We also 460

fit models including lagged terms such as nrt−1, but this did not improve the model, 461

as the dependence on the past is already encapsulated by the SARIMA term, xt. 462

Lastly, we fit a threshold model to pt. Threshold models are the statistical analog 463

of a self-excitation process and are often used to model the spread of epidemics. The 464

idea is to pick a threshold r (e.g., using cross-validation), fit one SARIMA model to all 465

pt ≤ r, and fit a different SARIMA model to all pt > r. Threshold models have more 466

parameters than simple SARIMA models, but this allows them to model time series 467

that behave differently during periods of high intensity. While such models can be 468

used for prediction, our goal in fitting this model was to determine if there was a 469

moment when the protest dynamics accelerated and to find the date on which this 470

change occurred. Our best threshold model achieved an AIC of 2107, demonstrating 471

that it was a better fit than the preceding models. Nevertheless, in this case, due to 472

the complexity of the threshold model, we prefer the models above for explaining the 473

relationships between the variables. When we fit a threshold model to pt, we found 474

that the only time period where pt was above our threshold (70 events per day) 475

occurred starting on November 22, 2013. Sociologists with expertise in Ukraine 476

selected the date November 29, 2013, as the date on which the protests changed in 477

nature (based on the EU trade agreement and police crackdowns). This perfectly fits 478

our model, which says that the number of events on any given day depends on the 479

days in the preceding week. The two SARIMA models (above/below the threshold, or, 480

equivalently in this case, before/after the cutoff date) were both substantially better 481

fits than using one SARIMA model for the entire 2013 year. We experimented with 482

other cut-off dates in November of 2013 and the choice of cut-off did not significantly 483

change the conclusion. 484

Dynamic modeling 485

Hawkes process 486

Initially developed to model seismic events [22], Hawkes processes appear well-suited 487

for characterizing these protests. This category of stochastic point processes functions 488
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as a counting process, where the history of events shapes the likelihood of future 489

occurrences. For instance, each event excites the process, heightening the probability 490

of upcoming events. Hawkes processes have found applications in describing financial 491

processes [23], mass shootings [24], and the popularity of tweets [21]. While some 492

formulations of Hawkes processes adopt a continuous form, the nature of our dataset, 493

presenting a daily sum of events, necessitates the use of a discretized variation. 494

In a Hawkes process, events are portrayed as temporal points, with each event 495

having the potential to trigger subsequent occurrences. The initiation of new events is 496

influenced by past events, leading to a cascade-like effect. This self-exciting property 497

implies that the occurrence of an event can increase the likelihood of more events 498

happening in its vicinity, forming clusters or bursts of activity. 499

Mathematically, a Hawkes process is defined by its intensity function, which gauges 500

the rate of event occurrences at any given time. This intensity function is influenced 501

by both the baseline event rate and the impact of past events. As events unfold, they 502

contribute to the intensity function, subsequently affecting the likelihood of future 503

events. To fully comprehend Hawkes processes, one must grasp their two major 504

components. 505

1 - Kernel: In a Hawkes process, the kernel plays a pivotal role in elucidating how 506

past events influence the occurrence of future events. The kernel, a mathematical 507

function, models the impact of previous events on the process’s intensity, reflecting its 508

inherent self-exciting behavior. It quantifies the temporal influence of past events on 509

the intensity at a given time, measuring how much the occurrence of a past event 510

affects the likelihood of a new event happening shortly afterward. The shape of the 511

kernel function determines the form and strength of this influence, capturing the 512

dynamics of the process by indicating the “memory” of the system and how it 513

responds to past occurrences. 514

Mathematically, the kernel function is typically non-negative and integrates to a 515

finite value. It is convolved with the history of event occurrences to compute the 516

instantaneous intensity at any given time. As new spikes occur, they contribute to the 517

intensity, influencing the likelihood of subsequent events. Different types of kernel 518

functions, such as exponential, power-law, and Gaussian kernels, can model various 519

temporal patterns and degrees of influence. The choice of the kernel function 520

profoundly impacts the overall behavior of the Hawkes process and its ability to 521

capture real-world dynamics. 522

Given that the events occur on a fixed time period, a natural assumption is that 523

the expected number of events Nexp(t) and the observed data Y follow a Poisson 524

process. Thus, fitting the model is a matter of minimizing the negative likelihood 525

derived from the said process: 526

NLL =
∑
t

Nexp(t)− Y (t)log(Nexp(t)).

1.1 - Classical Exponential Kernel: The exponential kernel is a fundamental 527

component of the Hawkes process, serving as a common choice to model the temporal 528

influence of past events on the occurrence of future events. This kernel embodies the 529

principle that the influence of a past event on the intensity of the process decreases 530

exponentially over time. Mathematically, the kernel function takes the form: 531

P (t) = Nsece
−( t−ti

Tex
). (2)

Thus, the number of expected events at any time t, given self-exciting events 532

happening at the times {t0, t1, ....., tn}, is of the form 533

Nexp(t, ob) = N0,ob +Nsec

∑
ti<t

e−(
t−ti
Tex

), (3)
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where N0,ob is the average number of events before self-excitation, which serves as a 534

base that the model will converge to after self-excitation, Nsec represents the 535

maximum magnitude of the spike, Tex is a variable influencing the time needed for 536

complete relaxation and return to the steady state after a spike, and e−(
t−ti
Tex

)
537

represents the effect of the spike time on the number of expected events at a time t. 538

1.2 - Susceptible Population Model: The Hawkes process presented in Eq. (3) 539

assumes no differences between oblasts. However, the population and their political 540

leaning play a role in the observed number of events. Moreover, the spikes’ magnitude 541

changes over time as the tension grows in the system before relaxing. Thus, we modify 542

the Hawkes process to reflect the population in each oblast and the rise and 543

subsequent drop in magnitude. In addition, we see more activity in the pro-EU regions 544

and consequently make the ansatz that the population that is susceptible to 545

participate in these protests are pro-EU individuals. This leads to the following model: 546

Nexp(t, ob) = N0,ob + pr(ob)vr(ob)Nsece
−(t−de)

2 ∑
ti<t

e−(
t−ti
Tex

), (4)

where pr(ob) is the population ratio of each oblast, vr(ob) is the pro-EU vote in each 547

oblast scaled by the entire countries’ vote from 2014, and e−(t−de)
2 is a term that 548

reduces the magnitude of the spike with de being a time delay. Note that when Nsec is 549

multiplied by pr(ob) and vr(ob), the model will scale the number of expected events 550

for each oblast. We use population ratio as it allows for the population factor to stay 551

between [0, 1]. 552

1.3 - Interaction Effect Between Oblasts: While Eq. (4) takes into 553

consideration the specificities of the different regions, it does not reflect their influence 554

on one another. We add a lag term to reflect such such effect to a couple of models, 555

which we discuss below. 556

1.3.1 - Geographical Influence: In the study by Bonnasse-Gahot et al., [31], 557

the dispersion of events was found to be influenced by the geographic distance between 558

different regions in France. In our initial model aimed at accounting for spatial 559

interactions between oblasts, we integrated geographical distance as a factor. We thus 560

have the following model: 561

Nexp(t, ob) =N0,ob +

[
p(ob)vr(ob)Nsece

−(t−de)
2 ∑
ti<t

I(ti, ob)
pe−(

t−ti
Tex

)

+
∑

obj ̸=ob

p(ob)vr(ob)W (ob, obj)Nexp(t− 1, obj)

]
. (5)

Where
W (ob, obj) =

d

(∥obj − ob∥+ 1)c
,

In this case, ∥obj − ob∥ is the Euclidean distance of the central point of the two oblasts. 562

1.3.2 - Political Influence: The political polarization observed in Ukraine 563

motivates the development of a model designed to examine the hypothesis that the 564

contagion of events between oblasts is not primarily determined by geographic 565

proximity but is instead influenced by political alignment. To investigate this, we 566

employ an alternative factor based on voting ratios to assess such a model: 567

Nexp(t, ob) =N0,ob + pr(ob)vr(ob)Nsece
−(t−de)

2 ∑
ti<t

e−(
t−ti
Tex

)

+
∑

obj ̸=ob

pr(ob)vr(ob)V (ob, obj)Nexp(t− 1, obj), (6)
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where 568

V (ob, obj) =
d

(|vr(ob)− vr(obj)|+ 1)c
,

and vr(ob) is the pro-EU vote in the oblast scaled by the entire countries’ vote from 569

2014, and c and d are two variables influencing the effect of this factor. 570

1.4 - The Effect of the Number of Injured Individuals: The statistical 571

analysis outlined above and previous research [30] demonstrates that the count of 572

injured individuals had a discernible impact on forecasting the daily event count. The 573

effect is observed even though a substantial number of injuries during the protests 574

were not accounted for. Consequently, our model evolves to include such events and 575

takes the form: 576

Nexp(t, ob) =N0,ob + I(t, ob)p

[
pr(ob)vr(ob)Nsece

−(t−de)
2 ∑
ti<t

e−(
t−ti
Tex

)

+
∑

obj ̸=ob

pr(ob)vr(ob)V (ob, obj)Nexp(t− 1, obj)

]
,

where I(t, ob) is the number of reported injured people per day per oblast. 577

2 - Spike Times: While self-excitation is observed from the statistical analysis, it 578

is not necessarily the case that all events contribute to self-excitation. Including all 579

events would lead to an exponential growth of events with no time for relaxation. 580

Thus, we incorporate thresholding where we consider event time in our model that is 581

above a certain threshold. By implementing a threshold, we can control the events 582

that contribute to the intensity function. This is particularly important in self-exciting 583

processes, as it helps prevent excessive growth in the intensity function due to a 584

cascading effect from numerous closely spaced events. Additionally, thresholding 585

allows us to focus on events that have a significant impact on the process. This 586

enhances the interpretability of the model, as it helps distinguish between events that 587

genuinely contribute to the self-excitation mechanism and those that may be 588

considered background noise. A carefully chosen threshold ensures that only 589

meaningful events are considered in the modeling process. In practice, thresholding 590

can significantly improve the computational efficiency of parameter estimation 591

procedures for Hawkes processes. By excluding events below a certain threshold, the 592

algorithm can concentrate on the most relevant events, reducing the computational 593

burden associated with estimating parameters. Finally, introducing a threshold can 594

contribute to the stability of the modeling process. It helps prevent overfitting and 595

ensures that the model generalizes well to new data. Without thresholding, the model 596

might become overly sensitive to minor fluctuations in the data, potentially leading to 597

poor generalization. We incorporate two thresholding methods: (1) uniform 598

thresholding, where spike times are chosen at regular temporal intervals. While the 599

approach is naive, it does not add much complexity to the system and assumes that 600

the effect of events is delayed. (2) oblast sensitivity, where the threshold deciding 601

whether or not an event is a spike time is decided by the number of events in that 602

particular day relative to the maximum number of events per oblast. While this 603

approach adds a certain level of complexity, it far outperforms the the uniform model 604

from an AIC perspective. 605

3 - Exogenous Effect: In complex social phenomena such as protests, it is 606

important to note the complex interplay between internal processes and external 607

stimuli in shaping protest phenomena. Levels of protest are influenced not solely by 608

internal factors but also by external events. The initial incident that sparks a protest, 609

termed the triggering event, is a crucial internal factor that should be incorporated 610
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into the model. However, additional occurrences, like government concessions or their 611

absence, further contribute to the intensification of the situation. For example, the 612

study by Varol et al. in [1] examines the impact of external events on a social media 613

uprising associated with the Gezi Park movement in Turkey. In scenarios where 614

political concessions are sought, external political events play a crucial role in shaping 615

the dynamics of protests and should, therefore, be integrated into models. 616

Mathematically, these external events act as external forcing terms in models [32]. 617

Identifying events that influence protests is a nuanced process that requires a 618

multidisciplinary approach and the integration of various data sources. Researchers 619

often rely on comprehensive event databases, such as the Global Database of Events, 620

Language, and Tone, which captures a wide array of events worldwide, including 621

political demonstrations and social movements. Analyzing media reports, social media 622

content, and government records provides valuable insights into the occurrence and 623

context of events leading to protests. Scholars emphasize the importance of 624

triangulating information from diverse sources to enhance the reliability of event 625

identification [5]. As such we devised a comprehensive list of events that influenced the 626

protests 1. This list was devised by checking multiple news sources for events adjacent 627

to the protests that were qualitatively judged to influence the protests. One way in 628

which exogenous events can shape the evolution of protests is exemplified by actions 629

such as a ban on protests, which may decrease their occurrence, whereas 630

confrontations with law enforcement might intensify the tension within the system. In 631

mathematical terms, the impact of such events is represented as a δ pulse, and we 632

adjust this pulse by the population ratio and vote ratio of each oblast. This leads to 633

the following model: 634

Nexp(t, ob) =N0,ob + Iexo(t, ob) + I(t, ob)p

[
pr(ob)vr(ob)Nsece

−(t−de)
2 ∑
ti<t

e−(
t−ti
Tex

)

+
∑

obj ̸=ob

pr(ob)vr(ob)V (ob, obj)Nexp(t− 1, obj)

]
, (7)

where
Iexo(t, ob) = pr(ob)vr(ob)Nexoδt∈S,

Nexo represents a parameter measuring the impact of exogenous events on the system 635

and S denotes the set of times when these external occurrences take place. 636

Table 1. 2013 exogenous events corresponding to the best fitting spike times to model Euromaidan.
Date Exogenous Event
11-22 Government decree to suspend the signing of the Ukraine-EU agreement.
11-25 News of the riot police’s violent actions spread.
12-08 President Yanukovych and Russian President Vladimir Putin.
12-11 Police cut off power to the protesters’ headquarters which incited more protests.
12-14 President Yanukovych suspends multiple Kyiv officials.
12-17 The proclamation that the former head of police will be put on house arrest.
12-19 President Yanukovych officially pauses the EU trade agreement.
12-25 Armed assault against Kharkiv oblast protest organizer was conducted.
12-26 The brutal assault of a pro-Euromaidan journalist is made known.
12-29/30 The Government continues to pass laws that target protesters.
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Results 637

Our investigation encompasses six primary variations of the Hawkes process 638

framework, each building on the previous to address specific characteristics of protest 639

events, including self-excitation, external influences, effects of different regions, and 640

the number of injured individuals. Under the final model, Nsec, de, Tex, c, d, and p are 641

the parameters to be determined by minimizing the negative log-likelihood. By 642

systematically comparing these models and assessing their goodness-of-fit, we gain 643

valuable insights into not only the suitability of Hawkes processes for characterizing 644

the complex temporal dynamics inherent in protest data but also the different protest 645

drivers that governed the Euromaidan revolution. 646

The classical kernel performs poorly, which is predictable given that it fails to 647

capture the specificities of each oblast. Only including the susceptible population does 648

not lead to a model that better predicts the dynamics of the protests. It is only when 649

accounting for the effect of different oblasts that we see a significant increase in 650

performance in both the negative log-likelihood and Akaike information criterion 651

(AIC). With regards to spatial influence, while the distance-based model presented in 652

Eq. (5) performs well, the voting-based interaction model is far more effective at 653

predicting the spread of events (Fig. 10). The fit of the Hawkes process experiences a 654

remarkable enhancement when spike times are adjusted to exceed a two-day threshold 655

and surpass 40% frequency. This improvement is consistent across various 656

configurations, primarily because the model encounters difficulties in accurately 657

capturing the self-excitation process when the threshold is set too low. By raising the 658

threshold to a minimum of 40% of the maximum potential events in each oblast, the 659

model aligns more closely with the expected behavior, resulting in a more precise fit. 660

This threshold setting ensures that the model accounts for the underlying dynamics 661

and optimally represents the observed data, thereby enhancing its overall performance. 662

These results highlight the key fact that self-excitation depends on the sensitivity of 663

the different regions and that 40% constitutes a global threshold for events to cause 664

self-excitation. Once we add the effect of identified exogenous events presented in 665

Table 1, the model using the 2014 voting data excels at predicting the protest 666

dynamics as seen in Fig. 8 achieving a negative log-likelihood of −1590.08 which stays 667

far better than any configuration as presented in Table. 2. 668

Fitting the parameters for the best-fitting model gives an insight into the behavior 669

of the protests. Given that Tex = 5.8, the effect of each spike decreases by a factor of 670

e−
1

5.8 . The magnitude of spikes that influence the number of expected events at 671

reaches its highest value de = 4 days into the protests, the following major spikes are 672

all due to the self-excitation from the previous event. The voting affinity between 673

different oblasts plays a major role in the spread of protests. The number of injured 674

individuals does affect the number of events as the number of injured to the power of 675

p = 2 is proportional to the number of events. 676

The model succeeds in capturing the general behavior of protests. It excels at 677

predicting the spatio-temporal spread of events. More specifically, the model captures 678

the massive spike that happened on December 1, 2013, in Kyiv, thanks to the addition 679

of the influence of the number of injured individuals, and its following spread through 680

the western oblasts (Fig. 9). The model captures the peaks and following 681

self-excitation behavior in Ivano-Frankivsk, Khmelnytskyi, Kyiv, Luhansk, Lviv, 682

Rivne, Odesa, and Vinnytsia. However, it struggles to capture the spikes in Cherkasy, 683

Chernivtsi, Lutsk, and Ternopil. 684
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Fig 8. The predicted number of events per day in each oblast weighted by the
susceptible population. Nsec = 102.6., de = 4.18, Tex = 5.8, c = 2.6, d = 2.4, p = 2,
and Nexo = 7.22
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)
Fig 9. A spatiotemporal illustration of the normalized predicted number of total
events per oblast from November 21, 2013, to December 05, 2013, where spike times
are determined from the average rate of change per oblast between two days. These
events include protests, rallies, riots, and police crackdowns.

May 2, 2024 22/31



Table 2. Summary of the negative log-likelihood and AIC scores

Spike time configurations
Classical Hawkes Process Susceptible Population Model

Vote 2010 Vote 2014 Vote 2010 Vote 2014
NLL AIC NLL AIC NLL AIC NLL AIC

global fixed threshold 0 events 5817.41 5819.41 5817.41 5819.41 5454.79 5456.79 5455.69 5457.69
global fixed threshold 1 events 5817.41 5819.41 5817.41 5819.41 5682.34 5684.34 5686.78 5688.78
global fixed threshold 2 events 5817.41 5819.41 5817.41 5819.41 5682.34 5684.34 5686.78 5688.78
global fixed threshold 3 events -744.12 -742.12 -744.12 -742.12 5710.11 5712.11 5712.75 5714.75
global fixed threshold 4 events -382.85 -380.85 -382.85 -380.85 4726.1 4728.1 4697.93 4699.93
global fixed threshold 5 events 424.341 426.341 424.341 426.341 5817.41 5819.41 5817.41 5819.41
global fixed threshold 6 events 1799.03 1801.03 1799.03 1801.03 5817.41 5819.41 5817.41 5819.41
global fixed threshold 7 events 1799.03 1801.03 1799.03 1801.03 5817.41 5819.41 5817.41 5819.41
global fixed threshold 8 events 1799.03 1801.03 1799.03 1801.03 5817.41 5819.41 5817.41 5819.41
global fixed threshold 9 events 1799.03 1801.03 1799.03 1801.03 5817.41 5819.41 5817.41 5819.41

0% of maximum activity threshold 5817.41 5819.41 5817.41 5819.41 5454.79 5456.79 5455.69 5457.69
10% of maximum activity threshold 5817.41 5819.41 5817.41 5819.41 5682.34 5684.34 5686.78 5688.78
20% of maximum activity threshold 5817.41 5819.41 5817.41 5819.41 5682.34 5684.34 5686.78 5688.78
30% of maximum activity threshold -744.12 -742.12 -744.12 -742.12 5710.11 5712.11 5712.75 5714.75
40% of maximum activity threshold -382.85 -380.85 -382.85 -380.85 4726.1 4728.1 4697.93 4699.93
50% of maximum activity threshold 424.341 426.341 424.341 426.341 5817.41 5819.41 5817.41 5819.41
60% of maximum activity threshold 1799.03 1801.03 1799.03 1801.03 5817.41 5819.41 5817.41 5819.41
70% of maximum activity threshold 1799.03 1801.03 1799.03 1801.03 5817.41 5819.41 5817.41 5819.41
80% of maximum activity threshold 1799.03 1801.03 1799.03 1801.03 5817.41 5819.41 5817.41 5819.41
90% of maximum activity threshold 1799.03 1801.03 1799.03 1801.03 5817.41 5819.41 5817.41 5819.41

Spike time configurations
Distance Based Model Voting Based Model

Vote 2010 Vote 2014 Vote 2010 Vote 2014
NLL AIC NLL AIC NLL AIC NLL AIC

global fixed threshold 0 events 5128.48 5134.48 5172.68 5178.68 5454.72 5460.72 5455.62 5461.62
global fixed threshold 1 events 5128.48 5134.48 5172.68 5178.68 5454.72 5460.72 5455.62 5461.62
global fixed threshold 2 events 5419.41 5425.41 5459.65 5465.65 5682.28 5688.28 5686.73 5692.73
global fixed threshold 3 events 5419.41 5425.41 5459.65 5465.65 5682.28 5688.28 5686.73 5692.73
global fixed threshold 4 events -1442.61 -1436.61 -1414.08 -1408.08 5710.07 5716.07 5712.71 5718.71
global fixed threshold 5 events -1031.78 -1025.78 -1190.28 -1184.28 -1133.38 -1127.38 -1324.21 -1318.21
global fixed threshold 6 events -1031.78 -1025.78 -1190.28 -1184.28 -1133.38 -1127.38 -1324.21 -1318.21
global fixed threshold 7 events -1030.70 -1024.7 -1190.28 -1184.28 -1133.38 -1127.38 -1324.21 -1318.21
global fixed threshold 8 events -1030.70 -1024.7 -1190.28 -1184.28 -1133.38 -1127.38 -1324.21 -1318.21
global fixed threshold 9 events -1030.70 -1024.7 -1190.28 -1184.28 -1133.38 -1127.38 -1324.21 -1318.21

0% of maximum activity threshold 5128.48 5134.48 5172.68 5178.68 5454.72 5460.72 5455.62 5461.62
10% of maximum activity threshold 5419.41 5425.41 5459.65 5465.65 5682.28 5688.28 5686.73 5692.73
20% of maximum activity threshold 5419.41 5425.41 5459.65 5465.65 5682.28 5688.28 5686.73 5692.73
30% of maximum activity threshold 5440.73 5446.73 -1621.33 -1615.33 5710.07 5716.07 5712.71 5718.71
40% of maximum activity threshold -1374.18 -1368.18 -1190.33 -1184.33 -996.14 -990.14 -1562.77 -1556.77
50% of maximum activity threshold -1031.78 -1025.78 -1190.28 -1184.28 -996.09 -990.09 -1189.64 -1183.64
60% of maximum activity threshold -1030.7 -1024.7 -1190.28 -1184.28 -996.09 -990.09 -1189.64 -1183.64
70% of maximum activity threshold -1030.7 -1024.7 -1190.28 -1184.28 -996.09 -990.09 -1189.64 -1183.64
80% of maximum activity threshold -1030.7 -1024.7 -1190.28 -1184.28 -996.09 -990.09 -1189.64 -1183.64
90% of maximum activity threshold -1030.7 -1024.7 -1190.28 -1184.28 -996.09 -990.09 -1189.64 -1183.64

40% of max threshold w. exogenous events - - - - - - -1590.08 -1583.08
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Discussion and Conclusions 685

Euromaidan was a significant political and social movement that unfolded in Ukraine 686

from November 2013 to February 2014. The protests, which were primarily peaceful at 687

first, grew in scale and intensity as they continued. Protesters demanded President 688

Yanukovych’s resignation and a shift towards closer ties with the EU. The protests 689

took a violent turn in January 2014, after the Ukrainian government passed legislation 690

restricting the right to protest. This led to clashes between protesters and law 691

enforcement officials, resulting in several fatalities. Despite the violence, protesters 692

remained steadfast in their efforts, and their resolve ultimately led to President 693

Yanukovych’s removal from power in February 2014. The events of Euromaidan had 694

significant implications, both within Ukraine and beyond. The movement had a 695

profound impact on the country’s political landscape, leading to the formation of a 696

new government and a pivot towards the EU. However, it also contributed to the 697

annexation of Crimea by Russia and a prolonged conflict in eastern Ukraine. As such, 698

the Euromaidan movement is a significant case study from a sociological and 699

mathematical standpoint. Its unfolding provides insight into the dynamics of political 700

movements and the role of civil society in shaping the direction of a country. 701

We use data from the Center for Social and Labor Research to study the 702

spatiotemporal dynamics of the protest events. While the data set is missing 703

important activity that occurred during the first two months of 2014 and also shows 704

some discrepancies, such as the missing number of injured and deceased individuals, it 705

remains useful for modeling the first half of Euromaidan. We choose to model the 706

number of events and not the number of protesters, as the magnitude of an event does 707

not always correlate with the importance of the event. As pointed out above, all 708

protest events add to the general tension and lead to more events. Additionally, our 709

statistical analysis shows the number of protest events per day was closely associated 710

with the number of injuries, negative response events, and Euromaidan events on the 711

previous day. We found that the number of events per day was strongly influenced by 712

the number of events with a negative response and the number of events associated 713

with Euromaidan, with negative reaction events and Euromaidan events both 714

associated with more total events in the subsequent days. One can derive two main 715

results. First, there is indeed self-excitation in the data, which justifies the use of the 716

Hawkes process. Second, injuries and negative police responses play an important role 717

in the process. The kernel used in our model takes into account the interactions 718

between oblasts and the influence they have on each other due to political affinity. 719

The model accurately predicts the spatiotemporal dynamics of events during the 720

Euromaidan protests in Ukraine. While the model struggles to accurately predict the 721

magnitude of events in certain regions, it excels in predicting the spread of events. 722

The political affinity between regions was found to be a more significant factor in 723

determining protest spread than geographic distance, highlighting the importance of 724

social and cultural factors. This is in contrast to other studies, such as that of the 725

2005 French riots where geographic distance was seen to play a key role in the spread 726

of activity [31]. Thus, our study highlights the shift in protest contagion as being less 727

dependent on geography (perhaps due to the immediate spread of information in 728

current days) to being more influenced by political affinity. We note that the 729

under-reporting of police violence negatively affects the model’s accuracy. The best 730

spike times are those that take into account the specific reactions of each region. The 731

differences between the chosen spike models indicate that certain regions are 732

significantly affected by the national upheaval, while others benefit from considering 733

them individually. 734
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Appendix 735

0.1 Missing data 736

In this section, we discuss missing data in more detail. The data set consists of 6627 737

events that began during 2013. Each event has a start date, though only 6591 have an 738

end date recorded. The latest end date is 2014-02-13. Because the events missing an 739

end date appear to be missing at random, we omit them from our analysis. Of the 740

6627 events, 3044 are missing data on the number of protesters present, and even in 741

cases where this data is not missing, it is frequently an estimate. For this reason, we 742

do not include the “number of protesters” as a variable in any of our models. Similarly, 743

data on the number of arrests, injuries, and deaths is missing from most of the events. 744

For example, the data set contains only 8 deaths total in 2013, a vast undercount. The 745

data set also shows that for the eight most serious events (including one with 800,000 746

protesters) there were no arrests and no injuries, which is impossible. In general, the 747

“number of civilians injured” variable had much less missing data than the variables 748

for the number of civilians arrested/killed. This variable is coded ‘NA’ in only 65 of 749

the events, but it takes the value zero more often than it should, as noted above. It is 750

only positive in 212 events but takes a range of values, the highest of which is 122. Of 751

the events with the “number of civilians injured” recorded as zero, we do not know 752

how many actually had zero injuries. 753

The lack of data on the number of protesters is a clear limitation in our model, as 754

is the extent of missing data in the “number of civilians injured” variable. The latter 755

variable has been shown to have a statistically significant relationship to the number 756

of protests in the USA [30], and for this reason, we do include this variable in our 757

model. To our knowledge, no research paper has ever included the former variable, 758

because of the difficulty in reliably measuring the number of protesters. We hope that 759

future researchers will be able to study the relationship between the number of 760

protesters, the extent of media coverage, and the effect on protest dynamics, if 761

technological advances allow for these data to be correctly measured. 762

In our final model, the “number of civilians injured” variable is a statistically 763

significant explanatory variable, whose inclusion slightly improves the model. Due to 764

the missing data issues, we urge the reader to use caution interpreting this variable as 765

it relates to protests in Ukraine and to consider the model in [30], on a data set that 766

exhibits less cause for concern regarding missing data for this variable. Even without 767

reliable data on the number of protesters, our analysis still shows self-excitation in the 768

number of protests, analogously to the situation of [30]. 769

0.2 Cross-correlation analysis 770

In this section, we discuss the idea behind cross-correlation analysis [41]. First, we 771

pick either of the two-time series, e.g., it, and compute shifted versions of it. For 772

example, it−1 means we shift the entire column down by one, so there’s no data at 773

time 1, and at time 2 the data recorded is i1, etc. Similarly, it+1 means we shift the 774

column up by one so that at time 1 we record i2, etc. Secondly, we write down all the 775

correlations, first between the column pt and the column it, then between the column 776

pt and the column it−1 (hence, the number p1, of events on the first day, is dropped, 777

as it would be paired with i0, which doesn’t exist), then between pt and it−2, etc., and 778

also between pt and it+1, it+2, etc. For each shift, h, we record the correlation between 779

pt and it−h. Finally, we look for a spike in this collection of correlations, e.g., if the 780

strongest correlation is between pt and it−1 then this means the number of civilians 781

injured on any given day (time t− 1) is associated with the number of events on the 782

next day (time t). 783
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Carrying out this plan is slightly more complicated in practice because there could 784

be some exogenous variables that affect both time series. To solve that issue, the 785

standard technique, pre-whitening, is to first model one of the time series (say pt) as a 786

function of its own history, then write down a new time series of residuals rt of that 787

model, which should be white noise (i.e., a random time series with no dependence on 788

its own history, and no dependence on any exogenous variable). This process provides 789

a filter that transforms pt into rt. We apply that filter to it to transform it into r′t, and 790

compute the correlation between rt and r′t. This correlation shows how related pt and 791

it are once we remove any dependence on anything else. We repeat this process for 792

each lag, e.g., it−h becomes r′t−h, and again write down these correlations for every h. 793
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0.3 Voting Based Hawkes Configuration with no Exogenous 794

Events: 795
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Fig 10. The predicted number of events per day in each oblast weighted by the
susceptible population without exogenous events. Nsec = 100, de = 3.84, Tex = 15.8,
c = 2.3, d = 2.6, p = 2.
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Dedication 796

An unfortunate consequence of the Euromaidan revolution has been the current war 797

between Ukraine and Russia. We would like to dedicate this work to the people of 798

Ukraine. 799
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