Paralel Reinfacement_earnirg

R. Matthav Kretchmar
Mathemaits andComputerScience DenisonUniversity
Grarville, OH 43023,USA

Abstract

We examire the dynamicsof multiple reinforcement
learningagentsvho areinteractingwith andlearnirg

from the sameervironment in parallel. Due to the
stochasticityof theervironment,eachagentwill have

a different learnirg experiencethouch they should
all ultimately converge upon the samevalue func-

tion. The agentscanaccelerateéhe learningproess
by sharinginformationat periadic pointsduring the
learningprocess.
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1 Introduction

Here we investigate the prablem of multiple rein-
forcenment learnirg agentsattemptingto learn the
value function of a particulartaskin parallel. Each
agentis simultaneasly engagng in a separatéearn-
ing experienceon the sametask. It seemsntuitive
that eachagents learningexperierce canbe acceler
atedif the agentsshareinformation with eachother
during the learning process. We exanine the com-
plexities of this information exchangeandpropsea
simple algorithm that successfullydemamstratesac-
celeratedearnirg performarce amongparallelrein-
forcementlearningagents.

In theremainer of the Introduction,we briefly re-
view the problam of reinforcemem learnirg anddis-
cussprevious efforts in parallelreinforcementlearn-
ing. Section2 presets the parallel reinforcement
learningprablemin the context of the n-armed ban-
dit task. Section3 providesan algorittmic solution
to parallelreinforcemen learning In Section4, we
presenempiricalevidene of acceleratedearningon
the n-amedbardit task. Finally, Section5 suggests
possibleaveniesof future research.

Reinforcenent learning (RL) is the process of
learningto behae optimally via trial-ard-erra expe-
rience. An agentinteractswith an ervironmentby
obsening statess, andselectingactionsa wherethe

actionchoicemovestheagen to new statesn theen-
vironment. The agentalso receives a reward r per
eachstate-actiorchdce. The goal of the agert is to
maximizethe sumof all rewardsexperienced. The
major challengein reinfarcemen learnirg is to have
theagenmnotonly deferimmedatelylargerewardsfor
larger future rewards,but to alsochoase actionsthat
leadto thestateswith theopportunity for larger future
rewards. The interestedreade is refered to [9] for
acomprdnensve introductionto reinforcementearn-
ing.

Despiteits appaentsimplicity, therehasbeensur
prisingly little work in parallelreinforcementlearn-
ing. Most of the researciconerns multiple agents
learning different but interrelaed tasks. Littman
studiescompéing RL agentswithin the contet of
Markov gameq4, 5]. SallansandHinton [8] study
agentswho coerateto solve differert parts of a
largertask. ClausandBoutilier [3] andlaterMundhe
andSen [6] alsoexaminethe various comgex inter
relationsof multiple agentsin cooperatingto solve a
comma task. The comma featue of all this exist-
ing work is thatthe agentsare solving different parts
of ataskor areworking in anernvironmentthatis al-
teredby the actionsof otheragetts; in this work we
conceltrateon a simplified versionof the problemin
which multiple agentsindependenly interactwith a
stationaryervironmen. Only in Bagnell[1], do we
seesomeinitial work alongthis line; heremultiple
RL robds learnin parallelby broadastinglearnirg
tuplesin realtime. However in Bagnells work paral-
lel RL is only usedasameango studyotherbehaior;
parallelRL is nottheobjectof investigation.

2 The Parald Renforcement
L earning Problem

We introdwce the prodem of parallel reinforcement
learningusingthen-armedbanadt taskto illustratethe
conceps. The n-amed bandittask, namel for slot
maching, hasbeenstudiedextersively in the fields
of mathenatics, optimizatian, and machire learn-



ing [2, 7, 9]. We follow the experimentsof Sutton
andBarto [9] in constricting simple agerts that use
actionvalue method to estimatethe payof(reward
of eacharm(ation).

2.1 Reinforcement Learning and the n-
armed Bandit

On eachtrial, the agent selectsone arm (action a)

from asetof n armsandrecevesapaydf r asaresult
of thataction thepaydf is anormally distributedran-
domvariabler with mean@*(a) andstandardievia-
tion 1. The age maintairs an estimateof the mean
paydf of bandt arma by averagirg the rewardsre-

ceivedby pullingarma:
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wheret is the numter of total trials cownting all ac-
tions, k, is thenumter of thesetrials allocatedspecif-
ically to actiona, andry, ra, ..., 7y, aretheindividual
samplesor rewards expetiencedwhen choaing ac-
tion a over the k, differenttrials. In orderto avoid

storingall &, rewards for eachof then arms,we can
useanincremeral approachthatstoresonly the cur

rentestimate();(a), andthenumter of trials for each
arm,k,. Theon-line,increnentalupdateruleis then:
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Figurel shaws thelearningperfamane of a sin-
gle RL agentinterading with a 10-arned bandit. We
useane — greedy policy (e = 0.1) to average 200
differentexperimentswhereeachcontairs 1000trials.
For eachexperiment,n = 10 banditsarecreatedan-
domly with Q* sampledrom A/(1.0,1.0), a nomal
distributionwith meanl.0andstandad deviation1.0.
It is clearthatthe value of an agents payof esti-
matefor a particdar action,Q(a), is directly related
to thenunberof trials allocatedo this action,k,. As
the agentgainsmore expeiience,its estimateof the
rewardfor eacharm,Q(a), appro@hesthetruemean,

Q*(a).
2.2 TheProblem of Parallel Learning

Theexperimentof theprevioussectiorreveds theim-
portarce of the agents experience The numter of
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Figurel: SingleAgert in 10-armedBanditTask

trials is the currerty by which an ager can gaug
it's successthe moretrials, the betterthe reward es-
timatesandhencehemoreprobabletheagentis able
to selectthe optimal action Clearly, ary chamge to
thebasicalgaithm thatprovidestheagen with more
expelience canimprove the agents learnirg perfa-
mance.

We now considerthe casewheremultiple agents
arelearningthe samen-arnedbandt taskin parallel.
Keepin mind thatthe agentsarenot experiencingthe
exactsameseriesof paydfs; eachagentis samplirg
indepewlentlyandalsoableto allocateits ¢ total sam-
plesoverthen actionsdiffererily. Thuseachagents
accumiating a differentexperience.

For illustration we consideithecaseof two agents,
Agent 0 andAgent 1, anda l-arnedbardit (oneac-
tion) with paydf @*(0) = 1. At somepoint during
thelearning the stateof thetwo agerts is asfollows:

e Agent O has selectedaction O twice and re-
ceived paydfs of 1.1 and 1.05 Agent 0 es-



timatesthe paydf to be Q(0) = L1tL0 —
1.075.

e Agent 1 hasselectedaction0 onceandreceved
apaydf of 0.9 Agent 1 estimateghe paydf to
be@(0) = %2 =0.9.

We can say that Agent 0’s estimateis probably
more accursde thanis Agent 1's becauseAgent O
hastwice as much learnirg expetience with action
0. Sinceeachagent's trials were indepadent, we
canalsoclaimthat,betweerthetwo agentsthereare
threetrials (samples)Theagerts couldthencomhbine
their experienceasfollows:

Total Expeaience = Agent 0’sexpeience
+Agent 1'sexperierce

= ko(Agent 0) + ko(Agent 1)

= 2+4+1=3
Combinel Estimate = Agent 0’s estimate
weightedby its expeience
+ Agent 1'sestimate
weightal by its experience
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Figure2: Two AgentsCombinirg Experience

We depictthisexchameof informationin Figure2.
However, thisnotionis notentirelycorrect;aprodem
ariseswhenwe attemptto furthercombire sharedx-
perierce. Neither Agent 0 nor Agent 1 truly have
threetrials of learnirg expetience. It is truethatthey
have acombiredthreetrials of experienceuponwhich
to basetheir estimateshut this is distinct from the
casein which eachagenthasthreesepaate trials of
expetience. A prodem will arise becausenow the
agents'experiences notindegenden.

Thissubtleproblemis eluciddedwhenwe consicer
thatthesesametwo agerts meetagainanddecideto
shardearningexperiencan thesameway; eachagent
comesaway from the secondswappingepisodebe-
lieving thatit now hassix trials of expetienceupm
which to basean estimate. Theseagerts could con-
tinueto swapinformationindefinitelyandto reachan
“infinite amount” of expeliencewhen,in fact, there
arestill only the original threetrials from whichit is
all basedIf oneof thesetwo agentsvereto swapin-
formation with athird agentthathas100actualtrials
of experierceto it's credit, the third agents informa-
tion would be statisticallyovemwhelmedby the corre-
spondimly larger accumiatedexperienceof the first
agent— eventhoudh this first agentreally only pos-
sesseshreeactualtrials of expeiience.

3 The Paralld Reinforcement
L ear ning Solution

To overcomethis prablem, we musthave eachagent
keeptrack of two setsof paraneters: onesetfor the
actualindeendetly experiercedtrials of thatpartic-
ular agent,andan additioral setfor combned trials
amongall otheragents®. A betterway to depictthe
agentsis shawvn in Figure 3. Eachagentnov main-
tains Q(a) and k, per actionto keeptrack of only
thosetrials directly expeiiencedby this agent. Added
now are Q(a) and k, which are the comtined esti-
matesof all otheragents’expeiienceandparaméers.
Specifically k, is thetotalnumbe of trials for action
a experiercedby all otheragerts, and Q(a) is theav-
eragepaydf estimatefor all otheragents.

This new arrangmentenablesseveral important
compuationsthatwerenot possiblebefore

1. The agentscan accuratelyshare accumulatd
expelience by keepig separateparanetersfor
theirown independenexperiencegtrials) andthe
combiredexperienceof all otheragerns.

2. The agentscan compue an accurateestimate
baseduponthe global expeiience. This estimate
can be computed from a weightedaverag of
theageit's own indeenden experierce andthe
accumlatedexperienceof all otheragerts:

. Qt(a) x kg + Qt(a) % ky
Qt(a) - ]'%a + ]Aﬁa

1we choosenot to include the agent’s own experiencein its
combinal experienceresults. This way, the agent cancontinue to
learn with additionaltrials andstill effectively remembeandcom-
binethe experienceof otherageris.
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Figure3: StoringlndependenExperienceSeparately
from SharedExperierce

3. Theagentscancortinue to accuately gain new
expetience by addirg to Q;(a) and k, and
therebycontirue to improve their estimatesof
Q:(a) and k, even thowgh they may not be
ableto continue to shareparametes with other
agents.

4 n-armed Bandit Results

In this sectionwe empiically demamstratethe im-
provementf allowing pardlel agentgo shardearred
expeliencein the n-armedbandt task. As before,
eachagentexpeiences1000trials (actions)in each
of 200 differentexpeiments (the resultsare aver-
agedover the 200 expeaiments). For eachexpei-
ment,we randanly selectten (n = 10) banditswith
average payoffs (Q*(a)) choserfrom A/(1.0,1.0). In
this casewe vary the numter of agentsfrom 1, 2, 5,
and10. Theagentsshareaccumulate@xpefienceaf-
ter every trial; thusthereare 1000separateepisodes
of parametesharirg amongall the agents- oneafter
eachof the 1000trials.

Figure4 shows the averagepaydf andpercentge
of optimd actionsof all the agentsduring the exper-
iments. Clearly, the individual agentperfams the
worstasit canonly useits own experierce. As ex-
pected,addingmore agentsaccelerateshe learnirg
processbecagethereis alarger pod of accumiated
expetienceuponwhich to basefuture estimates.The
expelimentwith 10 parallelagentdearnsthefastest.
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Figure 4: Parallel Agertsin 10-armedBanditTask

5 Directions of Future Work

While the concep of parallel reinfarcementlearn-
ing is relatively simple andits benefitsare obvious,
therehasbeenalmostnowork in this area.Thereare
numepus oppatunitiesfor extended work; hereare
somecurrerily underinvestigaion:

¢ Quantify the possibletheoretich speeddup with
parallelagents.

e Investigate the increasedcompleity between
exploitation and exploration.  With parallel
agentssharinginformation, thereis additioral
pressurdor moreagentgo exploit the sameac-
tionsinsteadof diverselyexploring.

e Extendthe processto multi-statetasks. We ex-
pectanevengreate berefit for episodictasksof
morethanonestate.
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e There seemsto be a curiows inversion effect
wherethe performane of the group asa whole
increase# theagentsharanformationlessfre-
quenly. We hypothesizalynamicssimilarto the
“island modds” of geneticalgorittms that pre-
vent the systemas a whole from prematurely
converging uponanonoptimd solution.
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